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New Approaches of JBTH

Roberto Badaró1*, Luciana Bastianelli2

Director of ISI SENAI CIMATEC; Managing Editor JBTH

The Journal of Bioengineering and Technology Applied to Health (JBTH), an official publication 

of SENAI CIMATEC, was launched in 2018 to provide an opportunity to researchers and scientists to 

explore the advanced and latest research developments, advancement discoveries, and applications in 

the field of bioengineering and technologies applied to health. It aimed to create a Brazilian Journal of 

reference for the national and international scientific world, supporting its proposal for the quality of the 

selected articles and the editions.

Over the years, JBTH has maintained these projected expectations through the quality standard of 

journals published in print and online, in addition to the gradual increase in the number of articles, the 

maintenance of periodicity and indexing of the Journal (Research Gate by Elsevier, Latindex, Ulrich's 

Database, Google Scholar, CAS, CAB, DOAJ, Scielo and Lilacs, the last two still being analyzed).

However, due to the increase in the number of articles denied by the JBTH that included in their 

scope several areas related to engineering and bioengineering, chemistry, and technologies, but not 

directly linked to the health area, many highly relevant papers had to be out of the Journal. As one of 

the important responsibilities of the Editorial Board is to evaluate the scope of the papers, they have 

stressed how significant the other areas of SENAI CIMATEC advances are to scientific discovery and 

development and decided to extend the scope of JBTH to include papers that provide the engineerings, 

bioengineering, technologies, chemistry, and related areas, but not linked just for health. 

In this sense, we have already received many strong submissions in many fields we expected. Now, 

the Journal reflects the evolution we have seen. We ensure it remains relevant and interesting to our 

readers and researchers. We've had March and part of April issues ready for publication.However, not 

to lose the indexes DOI, and Crossref, the acronym, and the website remained the same, changing only 

the name, the editorial board, and the scope of the Journal. Therefore, the Journal is now called "The 

Journal of Bioengineering, Technologies, and Health (JBTH)".

Received on 10 January 2022; revised 17 February 2022.
Address for correspondence: Dr. Roberto Badaró. Av. Orlando Gomes, 1845 - Piatã, Salvador - BA- Brazil. Zipcode: 41650-
010. E-mail: rbadaro884@gmail.com / badaro@fieb.org.br. DOI 10.34178/jbth.v5i1.186.
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© 2022 by SENAI CIMATEC. All rights reserved.
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Nevertheless, this is not a formal change in policy that will shift the editorial process going forward. 

It is an expansion of its scope, which continues to strictly follow the already established standards of an 

international publication. The papers should still be submitted as regular manuscripts and follow the 

same preparation guidelines as before.The expansion of new horizons for the JBTH aims at a broad, inter 

and multidisciplinary audience of academic and industry researchers actively involved in research, and 

will directly imply a greater production of articles submitted to the Journal. The successive step for next 

year is to make JBTH bimonthly and index it in Scopus and Pubmed/Medline.
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Heterologous Expression, Purification, and Immune-Based Assay Application 
of Soluble SARS-CoV-2 Nucleocapsid Protein 

 
Vinicius Rocha¹*, Mariana Bandeira1, Eduarda Lima1, Cássio Meira1,2, Breno Cardim1,2, 

Emanuelle Santos1, Milena Soares1,2

1Institute of Technology and Health, SENAI CIMATEC; 
2Gonçalo Moniz Institute  Oswaldo Cruz Foundation (FIOCRUZ); Salvador, Bahia, Brazil 

 
The serological monitoring of SARS-CoV-2 infection using the measurement of IgG is an important tool to 
determine the number of infected people in a population, and the disease spreading. One of the most important 
proteins from SARS-CoV-2 applied to immune-based assays is the nucleocapsid protein, also known as N protein. 
This is an abundant protein in the pathogen and exerts important functions in viral viability and replication. 
Moreover, protein N is highly immunogenic. The use of N protein as a recombinant protein is difficult since this 
biomolecule is mainly produced inside inclusion bodies in Escherichia coli. In this work, we present a simple 
and easy method for the expression and purification of soluble his-tagged N protein, suitable for serological 
assays, such as ELISA. ELISA assays using this recombinant protein presented 100% of specificity and 86% 
of sensitivity. The protocol for expression and purification of this recombinant protein can be applied in low 
infrastructure laboratories, without equipment dedicated to protein expression. This work may help other 
research groups to develop serological assays to monitor antibody production against SARS-CoV-2.
Keywords: SARS-CoV-2. ELISA. Protein N. Recombinant Protein. Purification.
Abbreviations: COVID-19: Corona Virus Disease-19; Protein N: Nucleocapsid protein; IgG: Immunoglobulin 
G; E. coli: Escherichia coli; ELISA: Enzyme-Linked ImmunoSorbent Assay; RT-qPCR: Reverse transcriptase-
quantitative polymerase chain reaction; CLIA: Chemiluminescent Immunoassay; SARS-CoV-2: Severe Acute 
Respiratory Syndrome Coronavirus 2; WHO: World Health Organization; LB: Luria-Bertani; TB: Terrific 
Broth; IPTG: Isopropyl β-D-1-thiogalactopyranoside; RPM: Rotation per minute; PBS: Phosphate buffer saline; 
pH: Hydrogen potential; DTT: Ditiotreitol; EDTA: Ethylenediaminetetraacetic acid; SDS-PAGE: Sodium 
dodecyl sulfate-polyacrylamide gel electrophoresis; HRP: Horseradish peroxidase; TBS: Tris-buffered saline; 
TMB: tetramethylbenzidine; ROC: Receiver Operator Characteristic; kDa: kilodaltons; GFP-6His: 6-histidine 
tagged green fluorescent protein; OD: Optical density; IMAC: Immobilized metal affinity chromatography.

The novel coronavirus (SARS-CoV-2), is one 
of the highly pathogenic β-coronaviruses [1] 
and causes COVID-19. It was initially identified 
in Wuhan province, China, in December 2019, 
and declared an international health emergency 
on January 30, 2020, by the World Health 
Organization (WHO) [2]. Since its emergence 
in Asia, it has spread to all continents, affecting 
countries around the world. Moreover, it has led 
well-structured health systems to collapse due to 
the exponential increase in hospitalizations as a 
result of its high transmissibility potential [3]. 

Given the accelerated spread and symptoms 
common to other diseases, early diagnosis of 
COVID-19 has become a critical step to treat 
infected patients, control and monitor disease 
transmission, and practice social isolation [1]. 
The direct detection of the virus is possible 
by molecular diagnostic performed through 
reverse transcriptase-quantitative polymerase 
chain reaction (RT-qPCR) [4]. However, this 
diagnostic method is not compatible with mass 
testing of the population and does not match the 
point of care features. To solve this issue and 
provide a mass population diagnostic screening, 
serological tests are being used due to their 
easy manipulation and lower cost. Thus, the 
need for studies about the coronavirus and its 
markers grew so that there was development, 
production, and application of mass tests for 
disease detection as a strategy to prevent the 
further spread of the virus [5, 6]. 
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The main component of a serological test kit 
is the target for antibody recognition during the 
assay, usually being a recombinant protein or 
fragments of the full-length polypeptide. One of 
the main proteins encoded in the SARS-CoV-2 
genome and one of the most conserved among 
coronaviruses is the nucleocapsid protein, or N 
protein [7, 8]. This protein participates directly in 
infection in the cell by playing a key role during 
viral self-assembly and viral genome packaging 
[7, 9]. Its participation during infection and its high 
expression makes the N protein immunogenic and 
highly abundant in the infected cell, turning it into 
an important disease marker antigen [7, 8, 10]. 

SARS-CoV-2 N protein is an important 
target to pursue and has become a major ally of 
researchers in the development of diagnostic tests 
and the rapid, accurate, and simple screening for 
coronavirus contamination, either through antigen 
or specific antibody detection [9]. The N protein 
recombinant production and its antigenic potential 
for application in serological diagnostics have 
been previously explored [11].  

The N protein produced in E. coli has been 
applied in serological diagnostics. However, such 
recombinant productions are either from inclusion 
bodies [12], as a fragment [11] or expressed using 
robust approaches to increase protein solubility 
[13]. Thus, the present work aims to express 
and purify the recombinant native and soluble 
N protein for use in serological tests, such as 
ELISA (enzyme-Linked ImmunoSorbent Assay) 
and CLIA (Chemiluminescent Immunoassay), to 
effectively and accurately detect the presence of 
antibodies against SARS-CoV-2. To accomplish 
this goal, we used the pET21a vector and a 
codon-optimized sequence for E. coli expression, 
producing a recombinant protein fused to a 
6-histidine tag at the C-terminal domain. Using 
this construct, we set up a protocol for protein 
expression and purification using current reagents 
and avoiding the requirement of robust equipment 
and chromatographic columns. 

The method applied in this work does not 
require expensive and robust equipment and can 

be easily replicated in laboratories with minimal 
infrastructure to produce recombinant proteins.  
The study was conducted according to the guidelines 
of the Declaration of Helsinki, and approved by 
the Ethics Committee of the integrated campus 
of manufacturing and technology (CIMATEC 
– Salvador, BA, Brazil) (approval number 
4.334.505). This research received funding from 
SENAI National Department (SENAI DN – Grant 
Number 329266). 

The E. coli soluble fraction lysate was 
incubated with the Ni-NTA agarose beads, the 
material was collected in an empty column to 
retain the immobilized phase. The beads were 
exhaustively washed with 50 mM imidazole to 
remove the low-biding contaminants, followed 
by serial elution with imidazole at 250 and 500 
mM. Figure 1A shows the SDS-PAGE containing 
the diluted soluble fraction (1) and elution of 
soluble N protein of SARS-CoV-2 (2-5). The first 
incubation of the beads with the 250 mM imidazole 
solution gave us a small amount of recombinant 
protein (2) around 48 kDa. However, most of the 
N protein was eluted in the second wash with 250 
mM imidazole solution (3). The elution with 500 
mM of imidazole removed the remaining protein 
still adhered to the surface of the beads (4 and 
5). All the aliquots were pooled and submitted to 
concentration and buffer exchange (6), followed 
by storage at -80° C. It is noteworthy that buffer 
exchange is pivotal for protein stabilization in 
solution since freeze and thawing in absence of 
glycerol rendered low-quality protein, based on 
downstream immunoassay performed (data not 
shown). 

To confirm the presence of a recombinant 
6-histidine tagged protein, we performed western 
blotting targeting the histidine tag in the C-terminal 
end. The eluted samples (1 and 2) were detected at 
around 48 kDa. As a positive control, we used a 
6-histidine tagged green fluorescent protein (GFP-
6His) detected at 30 kDa (3) (Figure 1B). To 
confirm if the soluble recombinant protein would 
be suitable for immune-based assays, we performed 
western blotting using convalescent sera collected 
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fourteen days after SARS-CoV-2 RNA detection 
by RT-qPCR. The convalescent sera were able 
to recognize the 48 kDa recombinant protein, 
corresponding to the viral N protein (Figure 1C). 

An ELISA assay was standardized using the 
soluble recombinant N protein, based on the 
need to develop a specific and sensitive immune-
based assay to detect antibodies as earlier as 
possible in the sera of patients. The astringent 
cut-off was derived from the mean plus three 
standard deviations of the OD values detected in 
63 negative serum samples. The mean OD values 
from positive samples collected either 7 or 14 days 
after positive RT-qPCR results, were significantly 
higher than OD from negative samples (Figure 2). 
Using the cut-off value of 0.11, it was possible to 
detect anti-N protein IgG in 25 from 29 positive 
samples selected after 14 days of positive PCR 
diagnostic, resulting in a sensitivity of 86% (Figure 
3). Regarding the positive samples selected 
from patients after 7 days of positive RT-qPCR 
results, IgG was detected in 29 out of 49 patients, 
rendering a sensitivity of 59%. The assay presented 
a specificity of 100% since any negative serum 
samples generated OD values above 0.11. The 
calculated ROC curve presented the AUC equal to 

0.9637 (95% confidence interval 0.9329 to 0.9945) 
and 0.9918 (95% confidence interval 0.9794 to 
1.000) for patient samples collected 7 and 14 
days after positive RT-qPCR result, respectively. 
Moreover, the p values found were below 0.0001 
for both RT-qPCR positive sample groups.   
For comparison, most of the samples were also 
submitted to ELISA using a commercial N protein 
as a coating antigen. Thirty-three from 35 samples 
collected after 14 days of symptoms onset was 
positive rendering a sensitivity of 95%. All the 
48 samples collected from patients after 7 days 
of symptoms onset were detected above the cut-
off (0.07), rendering a sensitivity of 100%. None 
of the negative samples were detected as positive 
(100% specificity).  

Indirect diagnosis by antibody detection is 
important to understand the immunological 
response against the pathogen and the spread of 
COVID-19. In addition, it is an important tool 
to measure the pandemic control by vaccination. 
Moreover, serological diagnostics are essential 
to identify individuals who are immune and 
theoretically protected from infection of severe 
disease, either after natural infection or by 
vaccination [14-16].

Figure 1. Analysis of recombinant protein by SDS-PAGE and western blotting. 

Soluble recombinant N protein from SARS-CoV-2 was expressed in E. coli and purified from the soluble fraction by IMAC. 
(A) SDS-PAGE showing the soluble fraction (1) and eluted protein at 48kDa (2-5) and pooled elutions. (B) western blotting 
targeting the his-tagged recombinant protein (1-2) at 48kDa and his-tagged GFP as positive control (3) at 30kDa. (C) western 
blotting targeting the recombinant N protein by convalescent serum 14 days after symptoms onset (1).kDa- kilodalton; M- 
Modecular weight marker.
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Figure 2. ELISA to detect antibodies against N protein from SARS-CoV-2. 

An ELISA assay was designed to search antibodies in convalescent serum from patients after 
7 or 14 days after symptoms onset. The recombinant soluble N protein was used as coating 
antigen (A), and a commercial one as a quality control (B), both at 2μg/mL and 100ηg/well. 
The negative samples were used to calculate de cut-off as the mean OD plus three times the 
standard deviation (mean OD+3SD). OD - Optical density.

Figure 3. ROC curve generated with positive and negative samples determined by the ELISA. 

ROC curve was calculated using Graph Pad Prims version 8.0.1. The AUC determined was 0.9637 (95% confidence 
interval 0.9329 to 0.9945) and 0.9918 (95% confidence interval 0.9794 to 1.000) for patient samples collected 7 
(A) and 14 (B) days after positive RT-qPCR result, respectively. The p values found were 0.0001.
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In this study, we described the expression 
and purification of soluble N protein from 
SARS-CoV-2, as well as the validation of the 
recombinant protein in immune-based assays. 
Protein purification by immobilized metal 
affinity chromatography (IMAC) using nickel 
was standardized most entirely, making it 
possible to be performed in low infrastructure 
laboratories. The purified soluble protein was 
able to be recognized by convalescent serum 
and has been applied in ELISA assays to detect 
antibodies against SARS-CoV-2. It is noteworthy 
that commercial N recombinant protein used as 
quality control generates an ELISA assay which 
has better performance. However, the purchased 
protein is expensive and is sold in low amounts, 
meaning that not all laboratories will be able to 
buy and apply the protein in the routine serological 
assay. Moreover, the estimated time to import 
the reagent is too long and expensive, as well. 
The ELISAs performed in this work demonstrated 
that the antibodies produced by patients infected 
with SARS-CoV-2 showed reactivity against the 
recombinant N protein produced in E. coli. This 
data suggests that the antigenic conformation of 
the recombinant protein expressed is maintained as 
being suitable for antibody recognition. During the 
performance of the serological assay, this similarity 
is crucial to obtaining reliable results, since it not 
only confirms the immunogenic potential of N 
protein but also reaffirms the application of the 
recombinant protein in other serological tests. 
Moreover, this recombinant protein presented 
100% of specificity and did not cross-react with 
human sera collected before and during the 
pandemic, in SARS-CoV-2 negative individuals. 
It also reinforces the fact that the expressed soluble 
protein keeps its native conformation after storage 
and manipulation during the assay. 

The sensitivity of the ELISA using convalescent 
serum from patients 7 and 14 days after symptoms 
onset agrees with data reported by meta-analysis 
studies and similar assays in the literature [17-
19]. The sensitivity of the ELISA for the detection 
of anti-SARS-CoV-2 antibodies depends on 

the time of blood taken after the beginning of 
the symptoms, the immunocompetence of the 
individual, and the severity of the clinical case 
[19]. The immune response and the production 
of antibodies may not be sufficient to be detected 
in the early stages of infection, decreasing the 
sensitivity of the test, which limits its applicability 
at this time point [19]. According to a previous 
report, the titer of specific IgG and the switch 
from IgM to IgG increases from the second or 
third week of infection [15]. This may explain the 
low sensitivity in the detection of IgG antibodies 
from samples after 7 days compared to the greater 
sensitivity observed in the detection of antibodies 
using convalescent sera collected after 14 days of 
infection.  

In addition, studies have shown that individuals 
who had mild symptoms or were asymptomatic 
produce little or no antibodies to the disease. It has 
been suggested that before the adaptive immune 
system produces antibodies, the innate immune 
system acts by eliminating the virus [16, 19, 20].
These data demonstrate that the use of serological 
methods for the diagnosis of COVID-19 has 
limitations and requires proper interpretation of the 
results. The final result of serological diagnostics 
will depend on factors inherent to the protein used, 
disease severity, and the time of symptoms onset.  

However, it is important to note that studies 
have shown that IgM antibody levels throughout 
infection are not well described, and are unreliable 
for detecting the acute phase of the disease [16]. 
Furthermore, meta-analysis studies of serologic 
diagnostics have concluded that immunoglobulin 
type (IgM/ IgG) was not associated with diagnostic 
accuracy. In the same study, comparisons of 
sensitivity in ELISA tests using IgM and IgG, 
demonstrated a higher sensitivity, in general, using 
IgG [17]. The limitation of this approach relies 
on the kinetics of antibody production during the 
infection.

Overall, this work demonstrated that SARS-
CoV-2 N protein can be produced and purified 
from the soluble fraction of E. coli, rendering a 
tool for serological assays. The use of the soluble 
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protein may be useful for crystallography studies, 
antibody development, phage display, and other 
techniques that can improve the fight against 
COVID-19.  

The non-detection of IgM antibodies is one 
of the limitations of the study. The variations of 
antibodies in individuals upon infection become 
another limiting factor. In this case, it is not 
possible to make sure that the measurement of 
IgG levels is related to a past or recent infection. 
However, the fact that IgG can become detectable 
three days after the onset of symptoms or at least 7 
to 10 days after infection suggests both situations 
are possible even without the determination of 
IgM in the samples [16].
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Materials and Methods

Cloning of the Nucleocapsid Protein Gene 

The SARS-CoV-2 N protein was cloned by inserting 
the optimized coding sequence in the pET21a(+) vector 
(FastBio, São Paulo, Brazil). E. coli (DE3) pRARE2 were 
transformed by heat shock with the recombinant plasmid and 
the transformants were selected in Luria-Bertani (LB) Agar 
(Sigma Aldrich, St. Louis, MO, USA) plates containing 100 
μg/mL ampicillin and 34 μg/mL chloramphenicol (both from 
Sigma Aldrich). The recombinant protein was produced 
fused to a C-terminal histidine tag. 

Induction of Recombinant N Protein Expression in E. coli

The selected E. coli clones were cultured in 5 mL of 
LB medium (Tryptone 10 g/L, Yeast extract 5 g/L, NaCl 
10 g/L) containing ampicillin at 100 μg/mL and 34 μg/mL 
chloramphenicol under 150 rpm orbital shaking at 37°C for 
16 hours (Jeio Tech - Shaker incubated, SIF-500R, Yuseong-
gu, Korea). Subsequently, 50 mL of phosphate buffer (0.17 
M KH2PO4, 0.72 M K2HPO4) was poured into 450 mL of 
TB (Terrific Broth) medium (Yeast Extract 24 g/L, Tryptone 
20 g/L, Glycerol 4 mL/L), containing the abovementioned 
antibiotics. Then, the entire volume of pre-inoculum (5 
mL) was transferred to the solution and incubated at 37°C 
under 150 rpm agitation until it reached an optical density 
at 600 ηm of 1.5. Upon reaching the optical density, IPTG 
(Isopropyl β-D-1-thiogalactopyranoside – Invitrogen, 
Waltham, MA, USA) was added at a final concentration of 
0.5 mM for the induction of recombinant protein expression. 
After the addition of IPTG, the culture was incubated at 18° 
C under 150 rpm orbital shaking for 16 hours.

Purification of Soluble Recombinant N Protein by Affinity 
Chromatography

After protein expression, the culture was centrifuged 
at 4° C, 4000 rpm, for 20 minutes. The cells were then 
resuspended and lysed in lysis buffer (PBS buffer with 
dithiothreitol 1 mM, protease inhibitor cocktail, lysozyme 
200 μg/mL, DNAse 2 mM – all reagents from Sigma 
Aldrich), followed by sonication. The sonication was 

performed at 40% amplitude in 4 cycles of 15-second pulse 
and 30-second rest and repeated three times separately, 12 
cycles in total (Qsonica LLC, Newtown, CT, USA). After 
sonication, 0.01% triton X-100 (Sigma-Aldrich) was added 
and the sample was submitted to the vortex for 5 minutes. 
Then, the lysate was centrifuged at 4°C, 18,000 g for 10 
minutes. 

Subsequently, the lysate was incubated with the Ni-NTA 
Agarose (Qiagen, Hilden, Germany) beads at 4°C, 60 rpm, 
for 2 h for protein binding. After this period, the sample 
with the beads was placed into the column for packing. 
After this step, the column was washed thoroughly with 
20 column volumes (40 mL) with wash buffer (25 mM 
Tris (pH 7.4), 500 mM NaCl, 1 mM DTT, 5% Glycerol, 50 
mM Imidazole), followed by elution with 1mL of elution 
buffer 1 (25 mM Tris pH 7.4, 200 mM NaCl, 1 mM DTT, 
5% glycerol, 250 mM imidazole), twice. Subsequently, the 
remaining protein was eluted again with elution buffer 2 (25 
mM Tris pH 7.4, 200 mM NaCl, 1 mM DTT, 5% glycerol, 
500 mM imidazole), twice. The concentration of the purified 
protein solution was determined using the NanoDrop and 
Qubit protein BR assay kit (Invitrogen). 

The collected fractions were mixed and submitted to 
a centrifugal ultrafiltration concentrator (10 kDa, Merck, 
Darmestadium, Germany) with storage buffer (200 mM Tris 
pH 8.0, 0.1 mM EDTA, 500 mM NaCl, 10% glycerol) at 4° 
C, 4,000 rpm for 20 minutes, twice, to achieve the highest 
concentration of purified recombinant protein, obtaining 
about 3 mL of protein in storage buffer.

Analysis by SDS-PAGE and Western Blotting 

The eluted fractions and the concentrated protein were 
analyzed by SDS-PAGE and the sample was separated by 
electrophoresis in a 10% gel stained by Coomassie Brilliant 
Blue R-250 (Bio-Rad; Hercules, CA, USA). The presence 
of recombinant protein was analyzed by Western blotting, 
using rabbit anti-histidine polyclonal and anti-rabbit IgG-
HRP antibodies (Santa Cruz, Dallas, TX, USA). In addition, 
a western blotting assay with the protein was performed with 
convalescent sera from COVID-19 positive and negative 
patients. 

After electrophoresis, the separated samples on the 
gel were transferred to a nitrocellulose membrane under 
constant amperage of 250 mA for 1 hour.  After transfer, 
the membrane was blocked with Tris-buffered saline (TBS) 
containing 5% skim milk and incubated for 1 hour at room 
temperature. The membrane was washed three times with 
TBS 0.1% tween-20 (Sigma Aldrich) (TBS-T) and TBS 
respectively. After washing, the primary rabbit anti-histidine 
polyclonal antibody (Santa Cruz) was diluted 1:500 in 2% 
skim milk in TBS solution and added to the membrane, 
followed by overnight incubation and three washes with 
TBS-T and TBS 1X. Next, the presence of a recombinant 
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his-tagged protein was revealed by incubation with an anti-
rabbit IgG-HRP conjugated antibody (1:5000; Santa Cruz) 
and Opti-4CN Substrate Kit (Bio-Rad). 

In another assay, the anti-histidine polyclonal antibody 
was replaced by COVID-19 convalescent human serum 
(1:2000) and a negative serum sample. The membranes were 
incubated overnight at 4°C, followed by 3 times washes 
with TBS-T and TBS 1X. The material was incubated with 
secondary anti-human IgG-HRP antibody (Santa Cruz) 
1:5000 diluted in TBS plus 2% skim milk and incubated for 
1 hour at room temperature. After the period, the membrane 
was washed again and incubated with Opti-4CN Substrate 
Kit (Bio-Rad). 

 
Enzyme-linked immunosorbent assay (ELISA) 

To perform the ELISA, a 96-well plate was sensitized 
with 50 μL of a 2 µg/mL recombinant N protein solution 
(100 ηg/well) diluted in phosphate-buffered saline (PBS) 
and incubated at 4° C overnight. For quality control, a 
commercially available N recombinant protein (Invitrogen) 
was also used. The plate was washed three times with PBS 
containing 0.05% Tween 20 (wash solution) and blocked 
with 200 µL per well of the blocking solution of PBS 
containing 3% skim milk and incubated at room temperature 
for 1 hour. Serum samples from RT-qPCR positive and 
negative patients were diluted at a ratio of 1:50 in a blocking 

solution with 1% skim milk. After the incubation time, 
the diluted samples were added to the plate and incubated 
at room temperature for 2 hours. After that, the plate was 
washed and the secondary anti-human-HRP (peroxidase) 
IgG antibody (Bio-Rad) diluted at a 1:5000 ratio was added 
and incubated for 1 hour at room temperature. Finally, TMB 
substrate was added (Scienco, Santa Catarina, Brazil) for 
2 minutes, followed by phosphoric acid (1M) to stop the 
reaction. The plate was read on the (Multiskan FC; Skanit 
Software 6.0.2 for Microplate readers, Thermo Scientific, 
Waltham, MA, EUA), at 450 nm. 

Statistical Analysis 

The statistical analysis was performed in Graph Pad Prism 
version 8.0.1 (San Diego, CA, USA). To test the normal 
distribution of data, the Kolmogorov-Smirnov test was applied.  
Statistical difference between controls and positive samples 
with normal distribution was determined by the T-test (p< 
0.05). The Receiver Operator Characteristic (ROC) curve and 
area under the curve were also calculated based on positive 
and negative samples. Sensitivity was calculated based on 
positive samples diagnosed by RT-qPCR and positive samples 
determined by the developed assay. Specificity was calculated 
based on negative samples collected before and during the 
COVID-19 pandemic, also diagnosed by RT-qPCR, and the 
negatives samples determined by the developed assay.
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Introduction

Cybersecurity has been gaining prominence in 
managerial and governmental agendas. Industry 
4.0 is an inevitable tendency. It comprises a type 
of industrialization where intelligent machines, 
storage systems, and production facilities are 
integrated end-to-end, by cyber-physical systems 
(CPS) capable of autonomously exchanging 
information, triggering actions, and controlling 
themselves independently [1]. All this integration 
is supported by nine enabling technologies: 
Internet of Things (IoT) and Industrial IoT (IIoT); 
cybersecurity; extended reality; big data analytics; 
autonomous robots; additive manufacturing; 
simulation and digital twins; systems integration; 
and cloud computing. In the era of Industry 4.0, 
where working machines are connected to the 
network and with each other using smart devices 

and operating in the cloud, the scale and variety of 
cyber-attacks have grown exponentially [2]. 

Within Industry 4.0, the emergence of cyber 
risks marks the presence of CPS in industrial 
environments, where vulnerabilities and threats 
can critically impact business models and lead 
to a loss of competitiveness. A study carried out 
by Tüv [3] states that 61% of manufacturing 
industries struggle in mitigating cyber risks, and 
only 34 % of all cyberattacks in the operational 
environment are detected. These data refer to 
all harmful attacks, including attacks coming 
from information technology (IT) systems, as 
some of them may result in intruders attacking 
the operational technology (OT) systems present 
in the operating network through the corporate 
network [3].

Cyber risks deman that cybersecurity strategies 
shall be integrated with organizational initiatives, 
information, and communication technologies, 
aiming to ensure the security of data, knowledge, 
and performance of the production value chain. 
Consequently, research and education in the 
cybersecurity area of Industrial Control Systems 
(ICS) and Supervisory Control and Data Acquisition 
(SCADA) systems have attracted the interest of 
several institutions around the world through the 
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high industrial demand for cybersecurity training 
for such systems in recent years [4].

In Brazil, seeking to achieve the Industry 4.0 
model, industries prioritize the pillars of Systems 
Integration, Data Analysis, and IoT [5]. However, 
according to ISC2 [6] there is still a growing 
demand for qualified professionals with knowledge 
related to ICS cybersecurity. But regular, traditional 
courses are not well fitted to cope with some 
learning needed for this specialization, considering 
that hands-on practice is essential to deal with 
the nuances posed by the diverse cyber-attack 
specificities in ICS. The best fit for this purpose 
is active-based learning techniques, in which 
problem-based learning (PBL) has the advantage 
of bringing the necessary practice to the specific 
student problem. The creation of scenarios and 
routines enabled by PBL allows the insertion of 
students in situations involving cybersecurity 
problems associated with ICS in procedures. 
In PBL, students work together to analyze and 
solve problems and communicate, evaluate, and 
integrate information from diverse sources [7].
However, to be an efficient method, it should 
have an environment for hands-on practices that 
represents an industrial plant. In this context, 
SENAI CIMATEC, to contribute to industrial-
technological advancement, was the first institution 
to integrate ICS cybersecurity in Brazil into its 
Advanced Manufacturing Plant (AMP). So, this 
research proposes scenarios of practices through 
learning based on current problems, which will 
be solved in AMP by adding ICS cybersecurity 
competence.

Materials and Methods

We used a method based on three steps to 
develop the ICS cybersecurity training scenarios 

considering Industry 4.0 environments (Figure 
1). 

Basic documental research and analysis of 
similar approaches were carried out to check the 
scenarios and practices already developed. After 
that, we assessed the learning requirements linked 
to cybersecurity technologies applied in Industry 
4.0. Finally, we established the scenarios and 
indicated the practices and problems based on 
research related to cybersecurity in Industry 4.0.

Search and Analysis of Similar Approaches

Laboratories for security experiments 
and cybersecurity training exist in various 
manifestations. The traditional approach is a 
dedicated computer lab for IT security training 
[8]. In this kind of lab, a two teams approach, 
like red and blue, is followed, where a group of 
people is authorized and organized to emulate 
attacks or exploitation capabilities. There is also 
a high industry demand for cybersecurity training 
for ICS and SCADA systems. However, many 
existing research centers are limited by the lack of 
testbeds or models capable of representing actual 
instantiations of ICS applications and an inability 
to observe an entire SCADA system. The reasons 
are usually high costs and limited space for such 
laboratories [4]. The lack of ICS cybersecurity 
training strategies in educational institutions 
in Brazil is also associated with these reasons. 
Another is the lack of competent professionals 
to give a specific discipline to this topic. 
We chose PBL based on risks and benefits. As a 
benefit, we have a student-centered approach, 
which collaborates to greater understanding, 
interdisciplinarity, and the development of 
necessary lifelong skills. In contrast, as risks, 
creating suitable problem scenarios can be 

Figure 1. The method used for scenario development.
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difficult, and PBL may require more study time, 
taking away time from other subjects, developing 
anxiety because learning certainly will be messier, 
needing one instructor, or more, to guide the 
students. PBL has already been used to improve 
the efficiency of cybersecurity education, helping 
students to develop a wide range of skills in 
technical aspects, teamwork, making judgments, 
and developing as lifelong learners [9]. In contrast 
to traditional learning, in PBL a scenario-based 
problem is presented to a student, who must seek 
what they need to learn to solve practical problems 
that would likely appear during their professional 
life [10] (Figure 2). 

 
Assessment of ICS Cybersecurity Learning 
Requirements in Industry 4.0

For the AMP to be used as a cybersecurity 
laboratory in the context of Industry 4.0, it is 
necessary to verify which technologies should be 
addressed in the scenarios. The general security 
requirements for ICS can be divided into three 
categories: network protection, authentication and 
authorization, and secure communication [11]. 
Based on these requirements, we raised specific 
conditions for the protection of ICS in Industry 4.0 
using ICS cybersecurity standards.

With the adoption of Industry 4.0 technologies, 
the Industry 3.0 pyramid model became obsolete. 
So, the interdependence between hierarchical 
levels of communication is no longer a crucial 
factor, and the connectivity between the factory 
floor (field level) and the systems present at 
corporative levels gets relevant. Thus, a pillar 
model is consolidated, where systems at the field 

level and their industrial assets are constantly 
interacting as CPS to improve the performance of 
processes (Figure 3) [12].

As a consequence of this interaction, in addition 
to the industrial floor or field assets, data is stored 
in systems of the corporate level such as Enterprise 
Resource Planning (ERP), Plant Information 
Management (PIMS), and Manufacturing 
Execution (MES) that are also critical and must 
be protected.

Establishment of Scenarios, Indication of 
Practices, and Problems

We analyzed data from research and problems 
related to cybersecurity in Industry 4.0 to establish 
the scenarios and indicate practices and problems. 
ICS cybersecurity problems can be divided into 
three classes: people, process, and technology 
[13]. The technology problems are linked to the 
safety of the control and network components of an 
ICS [11]. Moreover, the top three industrial threats 
are phishing and social engineering, ransomware, 
and DNS-based DoS attacks. Besides, 57 % of 
the experts say that renewable and cutting-edge 
technologies present in Industry 4.0 are increasing 
the risks of cyber-attacks [3]. 

In addition to surveys data on cybersecurity 
problems, to create the scenarios it is necessary 
to take into account a classification referring to 
the needs of the labor market in the area of ICS 
cybersecurity. IT cybersecurity can be divided into 
seven categories, 33 specialty areas, and 52 work 
roles [14]. We didn't find a similar classification for 
the OT context, so it was used as a reference. Also, 
to address the problems involving knowledge in 

Figure 2. Traditional learning x problem-based learning [10].
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ICS needed for the labor market, the results of a 
survey carried out by Filkins and colleagues [15]
were taken into account, which pointed out that 
process and technology practices can be more 
useful to people's development.

Results and Discussion

The scenarios were assembled and practices 
and problems were indicated through the 
proposed method. The resources needed to 
carry out the practices and solve the problems 
through PBL were raised. And, we discussed the 
method of evaluating the performance of students 
participating in the practices. 

Scenarios, Practices, and Problems

At the end of the research and similar analysis, 
the scenarios are needed to (Figure 4): a. develop or 

securely provision industrial cybersecurity projects 
from scratch [14,16], b. operate and maintain ICS 
cybersecurity technologies [14,16] and c. gather 
information about security breaches in ICS to see what 
damage is possible in the event of an attack, which 
is a common practice in IT cybersecurity known as 
pentesting (vulnerability testing), enabling to see how 
to protect and defend the infrastructure [14,17].

For Industry 4.0, data analysis and integration 
between the floor or field and management systems 
are currently done through software solutions 
provided by third-party vendors or commercial-
off-the-shelf device integrations [13]. It can cause 
several problems brought by the lack of security 
integrated into some solutions. It reveals the need 
for two additional scenarios: d. secure integration of 
devices and systems, because of the need to collect 
and operate data and devices in industry 4.0; and e. 
governance, which aims to address the need for IT 
and OT alignment to oversee and govern security 

Figure 3. Pillar model of Industry 4.0 automation [12].
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breaches, which according to 63 % of security experts, 
is one of the reasons for the increase of risk [3,14].

In addition, the use of parts of the IEC 62443 
[18] or other standards families, can assist in the 
development of problems associated with the 
practices. So, already existing requirements and 
recommendations to ensure ICS cybersecurity can 
be followed by students.

Application at SENAI CIMATEC AMP

SENAI CIMATEC's AMP integrates several 
Industry 4.0 technologies, being an environment 
prepared to receive professionals of all technical 
levels. The manufacturing process present in this 
plant consists of manufacturing 25 and 40 mm 
pneumatic cylinder bases, where the raw material 
is turned, milled, and later sent to modular process 
stations [19]. In the context of this process, each 
scenario and practice will be applied, seeking to 
solve problems in specific parts of the AMP.

First, in scenario a., an insecure topology 
configuration implemented in the AMP can serve 
as a basis for a new secure topology by inserting 
cybersecurity technologies into the previous one. 
In the case of scenario b., technologies already 

implemented can be re-implemented or updated, 
leading students to seek the necessary information 
to carry out this process. In scenario c., students 
can use the computers in the lab to connect to a 
virtualized network or even the network with the 
lab devices to gain practical experience in industrial 
network pentesting. In scenario d., practices can be 
done where commercial-off-the-shelf devices and 
open technologies must be evaluated and tested 
to verify their safety. And finally, in scenario e., 
students can split into multidisciplinary teams to 
use a risk analysis methodology to assess possible 
cyber risks involving the AMP.

Resources

To enable PBL and evaluate students' 
performance in solving problems related to 
the indicated practices, some resources will be 
necessary, such as standards, documentation, ICS 
components, and Industry 4.0 technologies.

For scenario a. it is important to have access to 
standards that include ICS protection technology 
requirements and recommendations. These 
standards serve as a basis for evaluating the 
insecure network topology models, provided by 

Figure 4. Proposed scenarios and practices.
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the tutor, including the corporate and industrial 
networks. In addition, network topology and 
diagram design software required appropriate 
symbology for ICS.

For scenario b., in addition to having the control 
components and networks of an ICS, such as PLC, 
IDS, IPS, and firewalls, it is vital to have access to 
manuals and other documentation of cybersecurity 
technologies to be implemented or maintained 
for the protection of ICS. A vulnerable network 
must be set up, and the topology design must be 
provided to situate the student in the arrangement 
of the network elements.

In the scenario, c. computers need to connect to a 
deliberately vulnerable industrial network to assess 
the ability to identify assets and vulnerabilities. 
Computers must have virtualization software to 
configure the components of an ICS for pentesting, 
segregated from the academic network. In this 
way, it will be possible to assemble a vulnerable 
network, with ICS purposely vulnerable, to 
challenge students to find vulnerabilities and point 
out possible damages.

Scenario d. requires IIoT devices and access to 
code development software compatible with the 
practice's programming language. It can be useful 
to access standards used for patch management 
in ICS and documentation of protocols and 
programming languages used for the ICS 
integration or maintenance solutions. At last, 
manuals or other documentation of commercial-
off-the-shelf devices and open technologies to 
industrial systems integration can be necessary.

Scenario e. requires access to the standard 
designed to carry out the cyber risk analysis of 
industrial processes and the documentation or 
standard of the defined risk analysis methodology 
detailing the process for performing the risk analysis. 
Moreover, a framework to indicate mitigations for 
each type of cyber-attack will be useful.

Student Performance Evaluation

The evaluation manner of problems resolution 
defined in each practice can consist of assessing 

documentation, exams, or presentations exposing 
what was developed to successfully solve the 
problem assigned in the scenario. 

Conclusion

We stated that the scenarios proposed for 
problem-based learning, involving ICS, can 
be achieved based on the method proposed 
in this study. The method, starting from the 
investigation through the research of similar 
approaches that addressed scenarios, practices, 
and problems involving the learning of ICS 
protection technologies, enabled the analysis 
of information and evaluation of cybersecurity 
learning requirements in Industry 4.0, which 
brought a broad vision for future training at 
SENAI CIMATEC's AMP through 5 possible 
scenarios and 15 educational practices for PBL on 
ICS cybersecurity. It is crucial to clarify that the 
scenarios and practices set out in this study are not 
the first to be proposed at SENAI CIMATEC, nor 
the only ones possible, since ICS cybersecurity 
had already been carried out in the institution.

Due to paper submission limitations, the 
scenarios and practices proposed in this work are 
only those that proved to be the most important 
during the stages of research, analysis, and 
requirements evaluation. Therefore, the study 
established scenarios that can be used in the 
AMP in the future. On top of that, a collection 
of statistical data through satisfaction surveys 
submitted to the students engaged in the practices 
proposed here can validate the learning capacity 
that the scenarios and practices made possible, as 
well as the degree of importance of the experiences 
that students obtained performing the practices 
involved in each scenario.

References

1.  Kagermann H, Wahlster W, Helbig J. Securing the future 
of German manufacturing industry. Recommendations 
for implementing the strategic initiative Industrie 4.0. 
Final report of the Industrie 4.0 Working Group. Acatech 
2013:5-78.



www.jbth.com.br

JBTH 2022; (March) 17Cybersecurity for Industrial Control Systems

2.  Mahoney TC, Davis J. Cybersecurity for Manufacturers: 
securing the digitized and connected factory. 2017.

3. Tüv R, Ponemon Institute. The 2020 Study on the State of 
Industrial Security, 2020. Disponível em: https://go.tuv.
com/otsurvey-2020?wt_mc=Advertising.Personalselling.
no- interface.CW20_I07_FSCS.button.&cpid=CW20_
I07_FSCS_PS. Acesso em: 6 de ago. 2021.

4. Sitnikova E, Foo E, Vaughn RB. IFIP AICT 406. The 
power of hands-on exercises in SCADA cyber security 
education. In IFIP AICT 2013;6(8).

5.  Ribeiro MS et al. A Indústria 4.0 e a computação no Brasil. 
2019.

6.  ISC2. Cybersecurity Professionals Stand Up to a 
Pandemic, (ISC)2 Cybersecurity Workforce Study, 
2020. Disponível em: https://www.isc2.org/-/
media/ISC2/Research/2020/Workforce-Study/
ISC2ResearchDrivenWhitepaperFINAL.as. Acesso em: 
6 de ago. 2021.

7.   Duch BJ, Groh SE, Allen DE. The power of problem-based 
learning: a practical "how to" for teaching undergraduate 
courses in any discipline. Stylus Publishing, LLC, 2001.

8.  Willems C, Meinel C. Online assessment for hands-on 
cyber security training in a virtual lab. In: Proceedings 
of the 2012 IEEE Global Engineering Education 
Conference (EDUCON). IEEE 2012:1-10.

9.  Figueroa A, Santiago et al. A RFID-based IoT 
cybersecurity lab in telecommunications engineering. 
In: 2018 XIII Technologies Applied to Electronics 
Teaching Conference (TAEE). IEEE 2018:1-8.

10.  Kurt S. Problem-based learning (PBL) in educational 
technology. 2020;January 8. Disponível em: https://
educationaltechnology.net/problem-based-learning-pbl/. 
Acesso em: 9 de ago. 2021.

11.  Drias Z, Serhrouchni A, Vogel O. Analysis of cyber 
security for industrial control systems. In: 2015 
International Conference on Cyber Security of Smart 
Cities, Industrial Control System and Communications 
(SSIC). IEEE 2015:1-8.

12.  Futura-Automation. System-On-Chip-Engineering-
Pillar. Disponível em: https://futura-automation.
com/2019/07/05/ the-accumula t ing-case- for-
deterministic-control/system-on-chip-engineering-
pillar-sb/. Acesso em: 11 de ago. 2021.

13.  Daniel AUP, Hongmei HE, Tiwari A. Review of 
cybersecurity issues in industrial critical infrastructure: 
manufacturing in perspective. Journal of Cyber Security 
Technology 2017;1(1):32-74.

14.  Newhouse W et al. National initiative for cybersecurity 
education (NICE) cybersecurity workforce framework. 
NIST special publication 2017;800:181.

15.  Filkins B, Wylie D, Dely S. 2019 state of OT/ICS 
cybersecurity survey. SANS™ Institute, 2019. Disponível 
em: https://www.forescout.com/resources/2019-sans-
state-of-ot-ics-cybersecurity-survey/. Acesso em: Acesso 
em: 11 de ago. 2021.

16.  Stouffer K et al. Guide to industrial control systems (ICS) 
security. NIST special publication 2011;800(82)16.

17.  DUGGAN, David et al. Penetration testing of industrial 
control systems. Sandia national laboratories, p. 7, 
2005.

18.  Futura-Automation. Understanding IEC 62443. 
Disponível em: https://www.iec.ch/blog/understanding-
iec-62443/. Acesso em: 12 de ago. 2021.

19.  Bittencourt V et al. Proposta de reformulação para 
aplicação de tecnologias da indústria 4.0 em uma 
planta de manufatura avançada. VI SAPCT, 2021.



www.jbth.com.br

18

Received on 16 December 2021; revised 22 February 2022.
Address for correspondence: Carlos César Ribeiro Santos. 
Av. Orlando Gomes, 1845 - Piatã, Salvador - BA- Brazil. 
Zipcode: 41650-010. E-mail: carlosrs77@hotmail.com. DOI 
10.34178/jbth.v5i1.189.

J Bioeng. Tech. Health                               2022;5(1):18-24.
© 2022 by SENAI CIMATEC. All rights reserved.

Smart Warehouses: Logical Architecture for Logistics 4.0
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This article proposes an approach based on Industry 4.0 technologies for building smart warehouses aiming to 
improve the performance of this logistic system operation. It is considered that the development of general and 
scalable logical warehouse architecture was to increase the traceability, reliability, and agility of intralogistics 
activities. It was observed potential gains (structuring and well-organized operations, orchestration of 
technological resources to improve logistical performance, reduction of human intervention in the process, 
increased productivity, and proof of operation errors) when modeling and simulating the proposal presented to 
build a testbed.
Keywords: Smart Warehouse. Enabling Technologies. Logistics 4.0.

 
Introduction 

In recent years, logistics has acquired an 
essential role in organizational strategies, such 
as the importance and relevance of its macro 
processes for the objectives: supplies, production, 
and distribution. Logistics is responsible 
for managing order processing, inventories, 
transportation, storage combination, material 
handling, and packaging [1]. A challenge of 
logistics management is the integrated and 
systemic vision of all the organization's processes.

Logistics represents a significant differential 
in the management of the flow of materials and 
information of the companies when well executed 
in a planned manner, from the client's order to 
the delivery of the product to the final consumer, 
seeking to meet the demands with fast deliveries, 
with quality, and at the lowest possible cost.

Given the current scenario of intense 
transformations, adaptations, and reinventions 
in the manner of interaction with customers, 
partners, and suppliers, logistics in companies 
need to be rethought to meet a significant 
number of deliveries in a short period. To do 

that, it has become indispensable to establish 
different distribution channels, make the storage 
environment more flexible, invest in technology, 
and apply innovative methods that account for the 
growing complexity of the supply chain involved.

The development of an efficient distribution 
system that incorporates multichannel 
communication involves the application of 
integration technologies between the logistical 
links to allow process customers to contact 
suppliers through the most convenient channels 
and receive their orders in the shortest possible 
time. Consequently, companies tend to migrate 
part of their inventories to warehouses or 
distribution centers, which have well-structured, 
fast and secure internal logistics to accommodate 
this new demand.

Thus, this article will demonstrate the 
importance of warehouses as support for logistics 
activities. A warehouse is a physical environment 
where raw materials and finished or semi-finished 
products are allocated and destined for the next 
cycle of the production or distribution chain.
Storage operations are complex logistics system 
activities that require methods and tools that 
ensure speed, flexibility, and accuracy to meet 
the requirements of the processes they serve. For 
Hong [2], warehouses are meaningful elements 
in the logistic process because their operational 
performance determines the efficacy of logistics. 
However, inefficient management of this space can 
lead to high operational costs caused by a poorly 
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defined layout, inadequate handling equipment, 
and/or excessive material handling [3].

The so-called enabling technologies of Industry 
4.0 present enormous potential to make warehouses 
computationally intelligent and can meet the 
most demanding operating conditions of logistic 
systems with autonomous or automated storage 
operations. According to Pacchini [4], autonomous 
robots, computer simulations, systems integration, 
internet of things, cybersecurity, cloud computing, 
additive manufacturing (3D printing), augmented 
reality, and analytics based on big data are some 
of the technologies that enable the automation of 
traditional warehouse functions evolving them 
into smart warehouses. 

Companies should know the steps involved 
in introducing smart warehouse solutions, and 
balance this with the risk factors which encompass 
this process. A careful evaluation and consideration 
of these specifics are required to minimize the 
costs and risks involved. 

This paper proposes a generalizable and 
scalable warehouse architecture to increase the 
traceability, reliability, and agility of intralogistics 
activities based on Industry 4.0 technologies. 
Given the current obstacles and opportunities 
for implementing industry 4.0 concepts in 
intralogistics operations, an approach will be 
presented for enabling technologies into smart 
warehouses by building a logical architecture. 
The results of applying the architecture will 
be demonstrated on a testbed using computer 
modeling and simulation.

 
Intelligent Warehouse Approach to Logistics 4.0

In the new context of Industry 4.0, the 
industry aims to complete automation of its 
manufacturing complex, including suppliers, 
distributors, and customers, seeking the constant 
search for increased efficiency, using mainly the 
various enabling technologies that support it. For 
Hermann and colleagues [5], the main pillars of 
Industry 4.0 are the Internet of Things supported 
by Cyber-Physical Systems (CPS) and represented 

in manufacturing as production elements such 
as robots, machines, and other devices that gain 
connectivity and communication abilities. 

These CPSs are integrated with intelligent 
sensors generating big data supported by artificial 
intelligence (AI) capable of generating more 
assertive decision making using a massive amount 
of data, having as its main benefit to analyze and 
draw conclusions in real-time, besides offering 
predictions to improve performance or predict 
failures of machines or processes. 

On the other hand, autonomous automation 
contributes to robots that do not need to be precisely 
programmed. Because of AI, they can learn and 
improve their procedures without much human 
interference [6]. In the context that Logistics 4.0 
or Intelligent Logistics is a notorious evolution of 
traditional logistics, in synergy with Industry 4.0, 
which brings in its concept of the application of 
information technologies with high impact power 
throughout the supply chain. According to Galindo 
[7], the logistic systems improve flexibility, adapt 
to market changes, and bring companies closer to 
customer needs, allowing them to improve the level 
of service and reduce storage and production costs. 
Szyman'ska and colleagues [8] complements the 
definition of Logistics 4.0 with two approaches: (1) 
procedural, which means increasing the efficiency 
and performance of supply chain members; (2) 
technical, which includes the cited technologies 
of Industry 4.0, such as digitization, automation, 
mobility, and IoT.

Therefore, logistics processes are considered 
intelligent when they can communicate and 
transmit information about the organization 
autonomously to those responsible for the process 
[9]. Data from all operations are closely monitored 
and synchronized in cyberspace, creating a 
network in which data can be shared in real-time 
[10].

The intelligent warehouse architecture 
proposed in this research work for a logistics 
4.0 considers, as suggested by Harrison and 
colleagues [11] and Orellana and Torres [12], four 
main requirements: the devices that compose the 
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system, the connectivity between these devices 
aiming at integration, the possibility of the 
hardware to be digitally integrated by a regular 
and interoperable logical architecture extended to 
the communication of the systems and, finally, the 
100% digitized environment.

 
Materials and Methods

We did a state of the art research to understand 
the relevant concepts about intelligent warehouses, 
followed by an evaluation of the needs involved 
in logistics operations and to define the functions 
that obtain a modular architecture. We followed 
four steps [13]: we defined the system functions, 
determined the connections between them, built 
a matrix to analyze these connections, and finally 
defined the modules. The modules are sets of 
functions with the same characteristics to meet a 
specific need of the system. 

Figure 1 presents the proposed architecture, 
with an overview of the system according to its 
modules and the respective enabling technologies 
contained therein. For the development of the 
architecture, we examined a series of requirements 
to identify the technologies that most impact the 
intralogistics operation times related to warehouses, 
such as communication structure, automation of 
operations, integration of technologies, monitoring 
and tracking of products, human intervention and 
modularity. Each technology selected to compose 
the architecture was derived from an in-depth 
analysis of technological solutions applied in 
logistics operations already available in the market 
and to transform a traditional logistics operation 
into a logistics 4.0, identifying the most repetitive 
activities, rework, inflexibility, as well as those 
that required greater agility and security.

The first module (Decision Support) uses 
Computational Simulation with the aid of 

Figure 1. The logical architecture proposed for intelligent warehouses.
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Virtual Reality as decision support tools to 
predict scenarios and find the best solution in 
an environment with minimal risks and without 
interrupting the real operation but feeding it back in 
real-time according to the digital twin paradigms.
This approach allows stakeholders to interact with 
the virtualization of the operation in real-time and 
thus enable improvements in planning activities 
and mitigate possible errors in the operation.

The second module (Database, Communication, 
and Supervision) represents the communication 
infrastructure of the concept and the interface to 
the operators. The supervisory system manages a 
database of the system and transacts information 
with the controllers of the PSCs that operate the 
system for integrated operation. Communication 
between PSCs can occur via wireless or wired 
fieldbus networks (we adopted Modbus TCP/IP 
protocol for simplification). The database will 
store information about the items and orders to 
record the logistic process status. An SQL Server 
database is the basis of the internal system, but 
NoSQL databases for the supplier, customer, 
and market data and process historians can be 
added for predictive analyses. The controllers of 
the various equipment and processes execute the 
routines determined by the supervisory system 
or the logic established between CPSs, including 
the movement of collaborative and autonomous 
robots, as the logistics application determines.

The third module (Logistic Processes) presents 
the stages of the logistic process served by the 
system (outbound processes), which are focused 
on customer service, supported by the "seven 
rights (7Rs)" strategy, that is, to deliver the "right 
product", in the "right quantity", in the "right 
quality", in the "right place", at the "right time" for 
the "right customer" and the "right cost" [14, 15]. 
The fourth module (Technologies) presents 
the selected technologies of the system for its 
operation at the physical level. They represent 
the technological concepts existing in the 
hardware that uses these concepts to perform their 
functionalities in the system. The technologies are 
organized in the three stages of the logistic process 

so that it is possible to visualize at which stage 
each technology was implemented.

The integration of technologies and interactions 
between humans and machines to promote the 
better performance of the system, reduction of 
logistic waste, and time-saving encompass the 
construction of the system. The goal of automation 
and intelligence in warehouse operations is that 
processes become less dependent and respond 
adequately to the variability inherent in human work.  
Thus, obstacles such as lack of system integration, 
poor use of space, counterflows in the movement 
of materials, operational errors from human 
intervention, fatigue, excessive bureaucracy, 
communication failures, long delivery times, 
deficiencies in the traceability of processes, and 
products are overcome. The proposed smart 
warehouse approach enables, by the continuous 
learning that is inherent to it, to gradually eradicate 
these obstacles and to evolve synchronized with the 
best-emerging technologies for smart warehouses. 
To prove the method, demonstrate the potential 
gains, and the technical viability of the presented 
logical architecture, a testbed was developed using 
modeling software and computational simulation, 
based on the case of a partner company, located 
in Joinville-SC, Brazil. The company operates in 
the logistics segment, supplying the needs of its 
customers with solutions for moving, storing, and 
transporting products, the focus of the study in 
question. The warehouse has 740m² and 10% of 
this area was for the testbed (72m²) (Figure 2).

The traditional logistics operation was 
virtualized as a strategy to test technologies 
used to meet the necessity of the operation. 
The development of the computational model 
was based on some assumptions: nature of 
the product handled, investment restrictions, 
orchestration of resources, available space, 
mandatory process flow, flexibility, and the 
minimum frequency of receipt and dispatch 
of materials handling, and storage operation.  
The logic for the computational model was 
developed in FlexSim® software using the 
ProcessFlow module. ProcessFlow has a variety 
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of activity blocks, and as the process flow 
diagram is built in the software, logic can be 
developed within each block and related to the 
3D model. SketchUP® was used to develop the 
3D components most similar to the physical 
components of the warehouse. Then the FlexSim® 
3D model imported them. Figure 3 shows the main 
parameters inserted in the logic configuration. 

The time parameters were calculated by 
observing the activities of the traditional warehouse 
operation and recording the time of each activity 
using a stopwatch, obtaining the averages and 
standard deviations. These values were computed 
into the model as a normal statistical distribution. 
The datasheets of the selected equipment acquired 
information on the operation speed of each piece 
of equipment. 

The logic of the warehouse operation was 
organized into processes to facilitate the follow-up 
of activities during the execution of the 3D model. 
Figure 4 demonstrates the approximate idea of the 
logic construction.

This operation tends to become an intelligent 
operation, which occurs when solutions are pointed 
out, autonomously or automatically, that assist the 

system users in the decision-making processes, 
analyze the history, and allow the connection of 
new technologies to the existing system. 

 
Results and Discussion

               
The results presented with the computational 

simulation allowed for more realistic analyses 
regarding potential gains, such as the structuring 
and systematization of operations, increased 
efficiency, accuracy, error reduction, optimization 
of warehouse space utilization, increased safety 
in operations, facilitation in the identification of 
bottlenecks in the logistics process, improvement 
in the visualization and general perception of 
each stage of the operation, improvement of the 
operator's working conditions, and reduction in 
the time it takes to dispatch orders.

We compared the time of the current processes 
with the data generated by the computational 
modeling, which predicts data from the testbed 
operation. Thus, we identified a projection of 
increased productivity between the traditional 
process and logistics 4.0 with the application of 
the enabling technologies mentioned (Figure 5).

Conclusion 

The presented structure is a low investment 
option because the technology involved can 
be found in equipment and systems already 
available in the market, and its integration is 
done using hardware and software modules with 
content-oriented approaches, able to operate 
in heterogeneous scenarios, involving devices 
from different suppliers with minimal adaptation 
and short implementation time. It also allows 
automation in stages for minimal interruption of 
current operations and a lower volume of financial 
investment. A step forward for the concept 

Figure 2. Flowchart of the warehouse operation.

Figure 3. The main parameters collect for the 
simulation logic.
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Figure 4. Example of the FlexSim® process flow and its connections.

Figure 5. Comparison between traditional inbound and outbound operations with the testbed (simulated 
scenario).
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proposed here will be to seek platform-agnostic 
solutions independent of proprietary solutions 
for scalability and technological updating of the 
system. 

The proposed architecture can be used as a 
strategy for other logistics operators who wish to 
automate their processes to make them intelligent. 
In the long run, successive small modernizations at 
shorter intervals make a more effective contribution 
than major upgrades at longer intervals.

Principles should be followed to build a modular 
architecture such as the analysis of the impact of 
enabling technologies on the operation through 
computer simulations and digital twin resources, 
to mitigate integration risks in advance, identify 
the processing capacity and the best structure for 
the flow of materials and information, as well 
as the trends and costs involved to generate the 
functions to be performed by the system. A relevant 
aspect was the determination of the database, 
communication network, and supervisory system 
to establish connectivity between the technological 
resources. Once well defined, they can provide 
the intended generalizable characteristic 
for customizations and implementations of 
technologies in intralogistics processes. Finally, 
promoting the integration of the set of Industry 4.0 
enables technologies to promote an improvement 
in warehouse performance, with the reduction of 
logistics waste and time savings. 

Therefore, companies aiming to modernize 
their intralogistics operations to increase their 
efficiency, flexibility, and connectivity, can take into 
consideration the suggested logical architecture 
with the combination of features aimed at intelligent 
warehouse systems, in a way that allows a planned 
configuration, able to interconnect through modern 
and secure communication networks, and a digital 
architecture designed to allow systems to behave 
in an integrated and coherent way.

A step forward in the concept proposed here 
will be to seek agnostic platforms, which are 
independent of proprietary solutions for the sake 
of scalability and technological updating of the 
system.
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Wireless-power-transfer (WPT) for powering low-power devices has increased in recent years. The inductive 
resonant coupling method is the most used technique for this application and consists of taking advantage of the 
magnetic field generated in a coil so that there is current circulation in another nearby coil. In this work, using 
this technique, the series-series (SS) compensation topology was used to develop a test bench that should supply 
a load of up to 10W. Therefore, a brief explanation of the topic, calculations used, defined parameters, and we 
presented preliminary results of the proposed system.
Keywords: Wireless Energy Transfer. Inductive Resonant Coupling. Series-Series Compensation. Low-Power.

Introduction 

Systems based on wireless energy transfer 
have been applied in various areas such 
as electronic devices, electric vehicles, 
autonomous underwater vehicles (AUVs), 
biomedical implants, and the military field. 
Consequently, the need to develop increasingly 
efficient topologies to meet the needs of these 
applications.

With this project, we seek to define the 
parameters and infrastructure of a test bench 
for wireless energy transfer outdoors over short 
distances for small loads and low power. For 
this, we showed the theory that supports the 
technology, simulations, and calculations of the 
system parameters. We planned to validate the 
efficiency of the developed system.

Theoretical Foundation

In this section, We used the theory as the 
basis for the development of the system will be 
discussed.

Input Circuit 

There are several ways to power a WPT 
system. In the literature, the most used form is 
using an inverter in bridge H. This circuit has the 
function of transforming a direct current (DC) 
into an alternating current (AC) for the resonant 
grid at the desired frequency. For this, you need a 
power signal that provides a sinusoidal signal on 
the inductive link. There are several techniques for 
obtaining this sinusoidal signal, both analog and 
digital. 

Its working principle consists of the operation 
of two transistors at a time, responsible for 
generating the two half cycles of the AC network. 
In this context, conduction provokes the positive 
half-cycle, while the others are in cut. The others 
are cut-off, and the negative half-cycle is generated 
[1].

In this scenario, the LC compensation circuit 
works as a filter, eliminating the harmonics of 
the fundamental frequency, thus approximating a 
sinusoidal output signal. 

 
Inductive Resonant Coupling 

The inductive resonant coupling is currently 
the most used transmission method for WPT 
systems and consists of the induction of time-
varying magnetic fields to transport energy. In it, 
operating frequencies of up to tens of MHz are used 
because in the inductive coupling, the transmitter 
and receiver are in means of very low magnetic 
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permeability, making the coupling weak and the 
transfer of energy impracticable to traditional 
frequencies. Furthermore, the magnetic field is 
easily dispersed in all directions, resulting in large 
losses and low efficiency. When using inductive 
resonant coupling, the transmitter and receiver 
operate at the resonant frequency, significantly 
reducing losses. The type of capacitor connection 
(series or parallel) will depend on the source 
and load characteristics [2]. Due to frequency, 
the source must be AC   (to generate a varying 
magnetic field of adjustable frequency) and for 
transmission, there will be a compensation circuit. 
Finally, there is a rectifier circuit that will supply 
the load. Figure 1 shows the standard diagram of 
a WPT system.

LC circuits are used in the resonant loop so that 
the system operates at the resonant frequency, and 
the efficiency is improved. There is also a concern 
when using high frequencies because the current 
suffers losses resulting from the Skin effect. It 
is recommended the use of wire Litz, hollow or 
larger cross-section wires to reduce these losses. 

Main System Parameters 

Coupling Factor (k)
In addition to the operation at the resonance 

frequency, other parameters are crucial for the 
proper functioning of the WPT system, such as the 
coupling factor (k). The value of “k” is directly 
linked to the distance and position between the 
coils. Its value decreases with the distance and 
misalignment of the coils, making the use of 
inductive resonant coupling restricted to short-

distance applications. The greater the number 
of magnetic field lines, the greater the coupling 
factor between them. However, the coupling is not 
perfect, which makes it necessary to use capacitors 
to compensate for inductive losses [3].

The coupling factor is calculated by expression 
(1):

    
  (1) 
   
  
Where d is the distance between the coils, and a and b are the 
radius of the transmitting and receiving coils, respectively. 

Quality factor (Q)
The quality factor (Q) guarantees “optimal” 

resonance at high frequencies. It usually has a 
high value for work frequency. This parameter 
counterbalances the drop in the coupling factor 
with the variation in the distance. So that efficiency 
can be maintained [4].

Increasing the value of Q reduces stray 
resistances, hence system losses, and can be 
optimized by reducing losses due to high frequency. 
It is a relationship between the energy that the 
system stores and the energy that it dissipates [4]. 
It is a parameter of the coils and the compensation 
circuits and can be mathematically described in 
expression (2):

  
  (2) 
   
 

 
Where  is the angular frequency of the system,  is the 
coil's self-inductance and R is its resistance. 

Figure 1. Standard diagram - WPT system.
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Coil Geometry 
Geometry is a parameter that directly affects 

system efficiency. When comparing spiral-type 
and helix-type coils, [2] we obtained the following 
results: when changing the distance between the 
coils, the coupling coefficient between the helical 
coils is much smaller than that of the spiral-
shaped coil. Subsequently, the spiral-type coil is 
significantly superior to the helix-type coil in terms 
of higher inductance value and, as a result, has a 
higher coupling coefficient [2]. Therefore, the 
helix-type coil topology is not feasible (Figure 2).

Thus, the flat spiral geometry was adopted in 
the project. In this geometry, the length of the 
conductor can be expressed by calculating the 
Archimedean spiral given by (3):

 
   
  (3) 
   
Where x is the diameter of the conductor and,   

  , and are the inner and 
outer diameters of the coil, respectively.

Coil Self-Inductance 
There are several approaches to coil 

models and geometries, as well as their 
respective advantages and disadvantages in 
the literature. Also, there are several ways 
to calculate the self-inductance of the coils. 

The self-inductance of the planar circular coil is 
calculated by the following approximate Equation 
(4): 

 
       (4) 
   
Where 

Mutual Inductance 
Mutual inductance (M) represents the 

interaction between the primary and the secondary. 
Faraday and Lenz's Law explains the theory 
that governs mutual inductance. The greater the 
mutual inductance, the greater the number of 
magnetic field lines delivered to the receiver [4]. 
The simplest way to get the value of M is to use the 
approximate Equation of k, making                          ,  
since M has a complex analytical solution.

Compensation Circuit - Series-Series (SS) 
Topology

The compensation circuit is used so that the 
system operates at the resonance frequency 
and reduces losses due to the influence of 
harmonics and electromagnetic interference 
[3]. Of the studied topologies, the one that 
best meets the project requirements, whose 
results are found a simple only way, is the SS 
topology, shown in Figure 3. Its main advantage 
is the independence between the values of the 

Figure 2. Comparison between spiral and helix coils [2].
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working frequency.Then, the other parameters 
of the project were calculated, such as self-
inductance, mutual inductance, and quality 
factor.

After defining the calculated parameters, the 
functioning of the electrical circuit was tested 
in the PSIM software. Two forms of input 
signal were tested: using a PWM signal as a 
carrier and a square wave signal at the resonant 
frequency. Then the input form was defined. 
The bench was assembled in acrylic and the tests 
began. 

 
Results and Discussion 

After tests, it was concluded that the 
best efficiency results are for coils whose 
transmitter is slightly larger than the receiver, 
because of this, N of 20 and 10 turns was 
chosen for the transmitter and receiver. 
Based on the studies studied, frequencies of 85 kHz, 
500 kHz, and 13.56 MHz were tested. The most 
efficient result was for a frequency of 500 kHz.  
In the process of assembling the coil, the Litz 
AWG 12 wire conductor (2.052mm in diameter) 
was used and the winding was manual, as shown 
in Figure 4.  

The self-inductance of the coils was measured 
using an LCR meter. 

As the coils were manually wound, some 
specified parameters were not met, such as the 
spacing between the turns, central alignment,  
and the length, factors that directly change the 
value of the auto inductance L. Considering these 
divergences, the values of L are satisfactory. We 
presented a summary of the calculated and actual 
parameters (Table 1).

We assembled the circuit to analyze the 
behavior of the system (Figure 5).

For the circuit presented, an input signal of       , 
a load of 4.1Ω,  , and  . The 
simulation results were                   and
(Figure 6). 

After the simulation, the bench assembly 
process was carried out. With the infrastructure 

primary capacitance (   ), the magnetic coupling 
coefficient (  ), and the quality factor (Q) [5].  

Figure 3. Compensation Circuit - Series-Series 
(SS) Topology.

Where:
 and are the primary and secondary auto 
inductances, respectively;
 and are the primary and secondary capacitances, 
respectively;
 and are the primary and secondary ohmic 
losses, respectively;
 and are the currents flowing in the primary and 
secondary, respectively.
The resonant frequency is obtained by:
  
        (5)

Physical Infrastructure

Coils are made using wires Litz. In its use, 
the number of intertwined conductors must be 
observed because it directly affects the shunt 
capacitance. In its structure, the material is 
generally used that interferes insignificantly with 
the quality factor and the resonance frequency, 
such as glass, styrofoam, and acrylic. 

Materials and Methods 

Based on the theory described in item 1 
(Introduction), initially, the shape of the coil, 
the circular planar geometry, was defined. 
After that, combinations of the number of turns and 
how they influenced the efficiency of the system 
were tested. Thus, the geometric parameters were 
chosen.

With the coil geometry defined, frequency x 
efficiency calculations were made to define the 
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Figure 4. Transmitting and receiving coils.       

Figure 5. Assembled circuit diagram.

Figure 6. Voltage and current in the simulated resistive load.
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Analyzing the Figures, we verified that 
voltage and current values drop significantly with 
increasing distance and misalignment between the 
coils, as expected based on the studied theory.  We 
compared calculated, simulated, and measured 
values (Figure 9).

Considering that some Equations used in the 
calculations are approximations found in the 
literature and that the simulation works with ideal 
conditions, the measurement results were expected 
and proved satisfactory.

Conclusion 

The project was divided into phases. In the first 
phase, a survey of the state of the art was carried 
out to support the development of the bench. 
After that, studies related to the inductive link and 
physical structure were deepened. Subsequently, 
the design of the compensation circuit and the 
other components of the system were assembled, 
and the assembly and testing were carried out. 
Currently, more performance tests are being done 
and at the end of the period defined in the schedule, 
it is expected to obtain a functional test bench with 
all expected results validated.
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Table 1. Coil parameters.

Figure 7. Test-lined and vertical misalignment between the coils.

Constructive 
parameter

Calculated 
value

Real value

Working frequency
(kHz)

500 578.81

Number of turns
Tx (    )

20 20

Number of turns
Rx (    )

10 10

Coil inner diameter
(     ) (cm)

1 1

Conductor
diameter (   ) (mm)

2.052 2.052

Spacing between
turns (  ) (mm)

0.25 0.0

Coil outside
diameter Tx (        ) 
(cm)

10.21 10.20

Coil outside
diameter Rx
(        ) (cm)

5.6 5.6

Coil length Tx (    )
(m)

3.81 3.91

Coil length Rx (    )
(m)

1.10 1.21

ready, the system components were connected for 
testing (Figure 7).

After validating the functioning of the system, 
performance tests were performed, varying the 
distance and alignment between the coils (Figure 8).
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Figure 8. Vertical misalignment between the coils – Voltage and current.

Figure 9. Results – Voltage and current.   
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A Comparison of Deep Learning Architectures for the 3D Generation Data
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There is a need to identify the best artificial images for each use case faced with several Deep Learning 
architectures for generating them. Twelve models with different hyperparameters were created to compare 
several networks with the generative architectures Autoencoder, Variational Autoencoder, and Generative 
Adversarial Networks in the 3D MNIST dataset. After training, the models were compared with loss functions 
to assess the difference between the original and artificial data, so that greater complexity did not translate into 
better performance, indicating the Autoencoder models as the best cost-benefit.
Keywords: Generative Networks. 3D Data. Comparison. Machine Learning.

 
Introduction

Computer vision has been providing many 
projects developed in image generation, with deep 
learning technologies (DL) showing advances 
for the generation of data in 2D, making use of 
architectures already relevant in the area [1]. 
On the other hand, the 3D segment is often in 
the background, maybe because of the high 
complexity concerning 2D or the computational 
power needed to process this data [2].

The need for automated 3D data generation 
comes from the difficulty of creating three-
dimensional representations manually, requiring 
too much time and research to build the items that 
will be portrayed [3].

The 3D MNIST dataset was used, which has 
12,000 images in three dimensions [4]. The data 
was adapted from MNIST, which has numbers 
from 0 to 9 handwritten in a 2D representation [5].

The article aims to compare the Autoencoder, 
Variational Autoencoder (VAE), and 
Generative Adversarial Networks (GANs) 
architectures regarding several evaluation 

metrics to present the performance of each 
architecture for representing 3D data [6-8]. 

Autoencoder

The Autoencoder (AU) architecture is composed 
of two smaller networks that seek to compress the 
input into a latent representation, a version Where 
only the essence of its structure remains. In the first 
network, the encoder, the original data is reduced to 
a one-dimensional vector h, where its characteristics 
are categorized by increasing importance, between 
0 and 1, to be discarded or preserved. In the next 
step, the decoder network receives the vectorized 
structure and performs the inverse process, returning 
the data to its original size and aspect, but with only 
the essence of its structure [9].

 Loss = -Log P(x|x’) (1)

To check the quality of the representation 
created by the network, the loss function observed 
in Equation 1 is used, where -log P compares the 
original input x with its latent representation x’. 
The loss in an autoencoder should be as small as 
possible, but it will hardly be zero. Considering 
that one of the main characteristics of the AU 
architecture is to learn the essentials and return 
data with reduced dimensionality, a loss of value 
0 implies a faithful reproduction of the image, 
which in turn denotes low learning of its main 
components, essentially creating a network that 
returns your input without a concrete benefit [10].
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Variational Autoencoder

The Variational Autoencoder (VAE) is an 
architecture composed of the union of two 
networks, an encoder, which maps the inputs 
and compresses them from the input to the latent 
space; and the decoder, which maps the data from 
the latent space to perform its decompression. 
The difference between VAE and Autoencoder 
architectures is the guarantee of properties in 
the latent space to allow the generation of new 
data. The latent space is the compressed data: 
its reproduction with lower dimensionality. 
Broadly, the VAE requires the standard Gaussian 
distribution anterior to the latent space. Thus, the 
VAE tends to maximize Equation 2 [11].

 P(z) = N (z|0, I) (2)

To solve it, the VAE needs to deal with defining 
the information that will be represented by the 
latent variable z and how to deal with the integral 
over z. The latent variable can be understood as the 
choice of a character to be generated by the model 
before assigning a value to any specific pixel, that 
is, the model will produce configurations for the 
generation of the character. The z settings tend to 
produce a character that resembles the initial die. 
Furthermore, the interpretation of dimensional 
samples can be extracted from a simple distribution, 
being it N (0, I), where I is an identity matrix 
[11]. That said, the model parameters are trained 
to minimize the reconstruction error between the 
reconstructed and the initial data, making use 
of the Loss function KL divergence, acting as a 
regularization term, to calculate this divergence.

Generative Adversarial Networks

Generative Adversarial Networks (GAN), are 
generative architectures based on Deep Learning, 
in which an adversarial training process takes 
place between two networks: A Generative model 
G that is based on the original distribution of data 
to generate a new sample, and a Discriminative 

model D that estimates the probability a data sample 
coming either from the original data distribution or 
from the sample generated by the Generative model 
G. This training occurs until the Discriminator 
becomes unable to discern between the 
original and generated data [8].

GANs are often used in the Computer Vision 
field to perform various tasks involving images. 
They can be used to generate higher resolution 
versions of images and create sketches, paintings, 
and others. During the training stage of this 
architecture, with the data generated by the 
Generator model, the Discriminator model has 
the role of correctly classifying between real and 
generated data. In consideration of the above, 
the final function of value V (G, D) is based on 
Equation 3, which involves the minimization of the 
Discriminator’s error and the maximum precision 
of the Generator when creating the images [8].

min max V (D, G) = Ex ~ Pdata(x) [Log D(x)] + 
Ez ~ Pz(z) [Log (1 - D(G(Z)))] (3)

Recurrent Neural Networks

The Recurrent Neural Network (RNN) is an 
artificial neural network, used for sequential data 
or time series. The RNN, unlike traditional neural 
networks, can remember previous information 
from the feedback, allowing the information to 
persist [12]. To decide, the network considers 
its current input and what it learned from the 
previous input. It has a “memory”, which stores 
the information of the calculations performed, 
enriching the expressive power of the model by 
capturing causal and contextual information [13]. 
That said, RNN manages to reduce the complexity 
of parameters, in addition to adjusting the 
weights through backpropagation and descending 
gradient processes, facilitating the learning 
process.

As there were advances in the development 
of RNNs, other architectures were created from 
it, such as Long-Short Term Memory (LSTM) 
[13] and Gated Recurrent Unit (GRU) [14]. 

G   D
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Convolutional Neural Network

The Convolutional Neural Network (CNN) 
is a neural network widely used in problems 
dealing with image data, such as pixels. 
Important applicability of CNN is the extraction 
or detection of image contents when the input 
propagates through deeper layers [15]. During the 
convolution process applied to images, weights 
are assigned to certain sets of pixels that can 
indicate lines, curves, and eventually, complex 
patterns, where higher weights denote greater 
importance of that set of pixels for the current task. 
In addition, there are other types of convolutional 
neural network architectures, such as the Fully 
Convolutional Network (FCN), a kind of 
convolutional neural network, which contains only 
convolutional layers, not having “Dense” layers.

Multilayer Perceptron

The Multilayer Perceptron, or MLP, is a simple 
artificial neural network with several interconnected 
neurons that present a non-linear mapping 
between an input vector and an output vector [16]. 
Efficiently, MLPs backpropagate the network’s 
error, based on that error, the weights of previous 
layers are recalculated starting from the last layer 
up to the first.

Materials and Methods

The approach chosen for this work was the 
comparative between practical experiments 
of several generative networks with different 
activation functions, number of layers, and number 
of neurons per layer. This exploratory, empirical, 
quantitative, and qualitative research seeks to 
identify the advantages of each architecture, 
ranging from the network training time to the 
quality of the data generated at the end of the 
process. The work was divided into 3 stages:

(1) search, 
(2) generation, 
(3) evaluation and synthesis.

In stage (1), a literature review was carried 
out where relevant works on the AU, VAE, and 
GAN architectures were identified, to verify the 
validity of the proposed comparison. During 
(2) a single base model was created for each 
architecture, subsequently, the bases were adapted 
into 4 models, divided into FCN, CNN with MLP, 
LSTM, and GRU, amounting to 12 models. In 
stage (3), the results of the models were grouped in 
tabular form, comparing the differences between 
the original image and that generated through 
the loss metrics Binary Cross-Entropy and Mean 
Squared Error (MSE), described in Equations 4 
and 5, generating a Table per metric, with both 
divided between architectures and their respective 
networks [17].

H (X) = −[θ log2 θ + (1 − θ) log2(1 − θ)] (4)

 (5)
 

Results and Discussion

The Autoencoder FCN model presented the best 
results for Binary Cross-Entropy, with a total loss 
of 0.1304 concerning the original data, followed by 
the Autoencoder models GRU, LSTM, and CNN 
with MLP, respectively, with the latter having the 
same loss value as the VAE model with the same 
architecture (Table 1).

For the MSE metric, Table 2 demonstrates 
a similar hierarchy, with FCN, GRU, and 
LSTM Autoencoder models having the smallest 
difference between the original and generated 
data, followed by the VAE CNN with MLP. 
Comparing the two Tables, it becomes noticeable 
that GANs obtained the worst performance for 
both metrics in all proposed architectures. To 
match the performance of GANs, it would be 
necessary to increase the time and computational 
power expressively, leading to the conclusion that 
this model should be preferentially used when 
there is a high processing capacity.

1 
N ∑ j=1

D (θj − θj )
2
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Conclusion

This study aimed to evaluate the AU, 
VAE, and GAN architectures in their 
ability to reproduce three-dimensional data 
using the MNIST 3D dataset as a basis. 
Using the Mean Squared Error and Binary Cross-
Entropy metrics, it was possible to observe that the 
AU-based models obtained representations closer 
to the original data, furthermore, these models 
required a lower tuning of hyperparameters 
and training time, obtaining high cost-
effectiveness in comparison to other architectures. 
In parallel, the VAE architectures obtained results 
close to the original data, with the LSTM and 
CNN models being comparable to the quality 
of the AUs. As for the GAN constructions, in 
addition to having a longer training, the resulting 
images and the metrics evaluated had poor quality. 
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Comparative Between Neural Networks Generate Predictions 
for Global Solar Radiation and Air Temperature

Lucas Calil Barbosa Duarte1*, Moisés Araújo da Paixão1, Luis Felipe da Fé Bastos1, Flávio Santos Conterato1 
1SENAI CIMATEC University Center; Salvador, Bahia, Brazil

Technology is becoming an increasingly important and indispensable tool in human life, making it necessary to 
develop various forms of renewable energies. However, over time it became necessary to improve this technology 
that becomes more advanced and efficient. The purpose of the research is to compare the results of three distinct 
AI algorithms, forecasting in two hours, using the database available by the Instituto Nacional de Meteorologia 
(INMET). The results indicate that the K-Nearest Neighbors Regression network proved to be more effective 
for estimating Global Solar Radiation (W/m²) and Multi-LayerPerceptron for forecasting Air Temperature (ºC). 
Keywords: MLP. KNN. SVR. Renewable Energy. Solar Energy. 

Introduction 

The neural network is an algorithm capable of 
extracting information from a data set, simulating 
the learning through mathematical calculations 
and complex network architectures. We chose this 
algorithm due to its effectiveness in regression 
problems with time series and low inference time 
concerning other mathematical models for weather 
forecasting, such as the Advanced Research 
Weather Research and Forecasting (WRF-ARW) 
[1]. 

This article focuses on comparing and analyzing 
the efficiency of different neural networks for solar 
radiation prediction and, the air temperature of the 
dry-bulb in two hours. 

We did the research at Lençóis (Bahia, Brazil), 
due to the volume of data found in the same time 
series. We collected the database at the Instituto 
Nacional de Meteorologia (INMET) from 2014 
to 2019. The algorithms will be called models A, 
B, and C. Each model was trained with the two 
variables, and the networks with the best estimates 
were retrained in a more complex scenario and 
called validation models. 

Materials and Methods 

Machine Learning and Neural Networks 

There is much variety of neural network 
architectures used to estimate values 
of mathematical methods probabilistic.  
In the studied models, costless library frameworks 
available by Scikit-Learn, Tensorflow, and Keras 
were used, with requirements to find networks that 
are well suited to the variable “Global Radiation 
(W/m²)” and “Air Temperature - Dry-Bulb (ºC)”.

Model A - Multilayer-Perceptron (MLP) (Figure 
1)

Through the error back-propagation 
algorithm, this model adjusts weights for each 
training period to make predictions based on the 
weights passed previously (in the first run, the 
perceptron receives the input values, the weights).  
The input values are multiplied by the weights and 
then summed, the resulting value is summed with 
the bias, and the “error” is the difference between 
the real and predicted values. This is taken into 
account to adjust the weights kept for the next 
runs. 

The activation function is a mathematical model 
used to adjust the weights, in which case the model 
tries to adjust between a positive and negative value.  
The user-defined output (Y) must be estimated by 
the model. For several input values, Multi-Layer 



www.jbth.com.br

38 JBTH 2022; (March)Neural Networks in Solar Radiation and Air Temperature

Perceptron is used, this architecture generates 
more efficient processing. 

Within the hyperparameters, there are several 
changeable parameters (which could be keys or 
numbers, such as the “Dense Layer” that receives 
the activation function and the number of neurons 
and the “DropOut Layer”). The metric and the loss 
are verified in the model compilation to evaluate 
the training, the optimizer, and the value of the 
learning rate. 

Model B - K-Nearest Neighbors Regression (KNN 
Regression) 

It is a clustering algorithm that calculates 
the distance of data according to the proximity 
of their values, in other words, according to the 
similarity between the data, clusters are generated.  
The parameter “K” is used to define the number of 
closest Neighbors that will form a cluster, a data 
group. Among the hyperparameters of the network, 
there are: “uniform” and “distance”, which is how 
the weights will be calculated (Figure 2). 

Model C - Support Vector Machine Regression 
(SVR)

The SVR model is similar to KNN, however, 
this model uses linear and non-linear regression 
techniques to estimate continuous ordered values, 
based on their distribution the network divides and 
reorganizes the data. Figure 4 shows one of the head 
hyperparameters of this neural network model, the 
kernel. Another parameter observed is the RBF 
model, which is defined as the default due to its 
greater effectiveness in complex environments. 

 
Experiment Flow 

The experiment was carried out with 3 
different models and each model was trained for 
two variables, and the best models were selected 
for the validation stage when the networks were 
trained again with the triple of data, totaling 
8 training sessions. The models selected to be 

retrained are A and B, because of their results. 
Figure 4 describes the KNN regression for global 
radiation and MLP for Dry-Bulb air temperature.  

Results and Discussion

Due to the numerical variation of the data 
captured by the sensors of the station under study, 
it was necessary to scale the data in “Min Max 
Scaler” to avoid overfitting during the training 
of the models. Only “X” was called, which 
corresponded to the twenty-four columns used by 
the neural networks to associate the variables with 
other values and adjust the weights (Table 1). 

Table 2 compared actual and predicted values 
through neural network models A, B, and C, 
evaluated by mean absolute error and mean square 
error metrics. The smallest values indicate the 
validation step of model A for “Air Temp.” and 
model B for “Global Radiation”. 

The models selected for validation estimated 
values close to the actual ones, even in more 
complex scenarios (Figure 5). 

Table 3 shows the results of the validation 
models using other metrics. It is observed that the 
greater data volume on the training resulted in a 
greater error rate. 

Conclusion

After training the validation models, we 
observed bias because the accumulation of data 
resulted in an error rate. To avoid overfitting, a 
smaller data split can be used, referring to a period of 
approximately one year, for a new training model.  
The KNN Regression model has very high error 
values due to the large scale of data ranging from 0 to 
3000. Nevertheless, the model predicted the moment 
when the sensors did not receive global radiation.  
The MLP network is efficient for predicting air 
temperature - dry-bulb -, the back-propagation 
provides a better adjustment for these values, but, 
depending on the data volume, it may be necessary 
to add more neurons in the Dense and DropOut 
layers. 
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Figure 1. MLP configuration.

Figure 2. KNN example. 

Source: scikit-learn developers.
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Figure 3. SVR example. 

Figure 4. Training flow.

Source: scikit-learn developers.
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Table 1. Predicted variables in 24 hours.

In contrast, the SVR network, despite being 
promising, the predicted results were far from the 
actual values for the two variables, due to this, it 
was not retrained in the validation model. From 
the tests carried out in this article, it is possible 
to think about future studies, considering the 
importance of using renewable energy with the 
help of artificial intelligence.
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Global Radiation(W/m2) Air Temperature -   Dry-Bulb
(°C)

0.0 22.9
0.0 21.8
0.0 20.8
0.0 19.7
0.0 21.4
0.0 20.6
0.0 20.8
0.0 21.2
0.0 21.0
38.8 21.0
407.2 22.4
615.8 22.8
1001.6 23.9
1650.8 25.4
2716.1 27.8
3221.3 28.6
2823.1 29.5
3492.8 30.9
2879.4 31.1
2031.7 31.0
1167.4 30.7
287.2 28.9
0.0 25.9
0.0 24.3
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Table 2. Models results.
  

Figure 5. Validation models predict.

Table 3. Validation model results.

Variable Model Mean Squared Error Mean Absolute Error
Glob. Rad.
Air Temp.

A
A

324615.68
1.87

427.40
1.02

Glob. Rad.
Air Temp.

B
B

258167.69
11.87
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3.16

Glob. Rad.
Air Temp.

C
C

334593.09
5.54

428.52
1.94

Global Radiation (KNN) Air Temperature (MLP)
Mean Squared Error 2014813.84 3.29
Mean Absolute Error 274.10 1.48

Mean Squared Log Error 5.23 0.00
R2 0.77 0.76

Max Error 2126.46 7.32
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Gold Nanoparticles Synthesis with Different Reducing Agents Characterized 
by UV-Visible Spectroscopy and FTIR

 
 Helena Mesquita Biz1*, Duane da Silva Moraes1,Tatiana Louise Avila de Campos Rocha1 

1Universidade do Vale do Rio dos Sinos – UNISINOS; Vale do Rio dos Sinos, Rio Grande do Sul, Brazil 
 
This study aims to analyze the syntheses of gold nanoparticles with different reducing agents: Sodium Citrate 
and Sodium Borohydride. The syntheses were characterized by Ultraviolet-visible Spectroscopy and the Fourier 
Transform Infrared Spectroscopy, in which we evaluated the influence of the reducing agent and the reaction 
agitation. The test results indicated the presence of metallic gold and confirmed the formation of gold nanoparticles. 
Finally, we composed a table showing the differences between the characteristics of the two reducing agents.
Keywords: Gold. Nanoparticles. Reducing. Characterization. Tests.

 
Introduction

Nanomaterials are classified as such if at least 
one of their dimensions is between 1 and 100 
nm. They have unique chemical and physical 
properties in terms of shape, size, distribution, 
crystallinity, agglomeration state, and morphology 
[1], which make them suitable for use in various 
segments, including the cosmetic, chemical, 
food, and feed industries; in the manufacture 
of electronic components; in the synthesis of 
polymeric and pigment nanocomposites; in the 
design of devices for the detection of diseases, 
alternative mechanisms for drug and gene delivery 
[1,2]. For biomedical applications, one of the 
most explored nanomaterials is gold nanoparticles 
(AuNPs) as they have excellent electrical and 
catalytic properties, corrosion resistance, surface 
plasmonic resonance properties (SPR), intrinsic 
biocompatibility, low cytotoxicity, high stability 
in biological fluids, and easy functionalization 
with biological species of interest [2,3]. Figure 
1 summarizes the characteristics of AuNPs and 
a simplified scheme of how biomolecules using 
these nanoparticles are detected.

One of the most consolidated methodologies 
for gold nanoparticles synthesis is the chemical 
reduction of Au3+ ions, present in precursors such 
as Chloroauric Acid, in metallic gold, through 
reducing agents such as Sodium Citrate [4] 
and Sodium Borohydride [5]. The chemically 
synthesized gold nanoparticles are dispersed in 
a liquid medium, producing a colloidal solution 
that can have different colors depending on 
the size of the nanoparticles. The change in the 
synthesis parameters influences the shape and size 
of the nanoparticles, interfering, consequently, 
in their application. This work aimed to study 
the gold nanoparticles process synthesis through 
the chemical reduction method, in which we 
evaluated the influence of the reducing agent and 
the reaction agitation rate.

Materials and Method

To produce the gold nanoparticles, Anhydrous 
Sodium Citrate (Na3C6H5O7) from VETEC and 
Sodium Borohydride (NaBH4) from Sigma-Aldrich 
were used as reducing agents; Chloroauric Acid 
trihydrate (HAuCl4.3H2O) purchased from Synth 
was used as gold precursor; Polyvinylpyrrolidone 
(PVP) with 10,000 g/mol from Sigma-Aldrich 
was used as a stabilizer; and ultrapure water, as 
solvent. Initially, all glassware is washed with 
aqua regia, prepared by a mixture of Nitric Acid 
(65%) and Hydrochloric Acid (37%) purchased 
from Química Moderna in volume ratio 1:4, for 
the complete cleaning and elimination of possible 
contaminations.
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Chemical Reduction via Sodium Citrate

The experimental procedure described in 
this section was based on the formation of gold 
nanoparticles through the chemical reduction of 
gold ions into metallic gold using Sodium Citrate 
acts both as a reducing agent and as a stabilizer 
of AuNPs, preventing their agglomeration [4]. In 
95 mL of ultrapure water, approximately 15 mg 
of Chloroauric Acid was added, under constant 
stirring and heating (90°C). Simultaneously, 
5 mL of a Sodium Citrate solution (10 mg/mL) 
was dropped into the Chloroauric Acid solution 
(1 drop/s). The system remained under constant 
heating and stirring for another 20 minutes. Finally, 
the solution was kept at rest, at room temperature, 
for its gradual cooling and stored in a refrigerator 
(± 5 ºC). We analyzed the influence of the stirring 
speed on the characteristic of the colloidal 

solution. So, six samples were synthesized with 
the following stirring speeds: 250 rpm, 500 rpm, 
750 rpm, 1,000 rpm, 1,250 rpm, and 1,500 rpm. 

 
Chemical Reduction via Sodium Borohydride

The experimental procedure detailed the 
synthesis of gold nanoparticles by chemical 
reduction via Sodium Borohydride using 
Polyvinylpyrrolidone as a stabilizing reagent 
[6]. Approximately 25 mg of Chloroauric Acid 
and 60 mL of ultrapure water were added to a 
beaker, under constant stirring. Subsequently, 10 
mg of PVP was gradually added to the solution, 
accompanied by another 35 mL of ultrapure water, 
and the system was kept under agitation for 30 
min. Then, 5 mL of an aqueous solution of Sodium 
Borohydride, containing 1 mmol of the reducing 
agent, was added. The system was kept under 

Figure 1. Properties of gold nanoparticles and schematic detection system based on AuNPs.
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agitation for another 1 hour. Finally, the solution 
was stored in a refrigerator (± 5 ºC). Similar to the 
study developed with Sodium Citrate, two stirring 
speeds were evaluated: 750 rpm and 1,500 rpm. 

 
Characterization

The solutions of gold nanoparticles synthesized 
were evaluated through the analysis of Ultraviolet-
visible (UV-vis) Spectroscopy carried out in a 
Shimadzu UV-2600 spectrophotometer, using 
plastic cuvettes of 4 mL and Fourier-Transform 
Infrared (FTIR) Spectroscopy performed at an 
Agilent Technologies spectrometer, model Cary 
630, with ATR accessory, Selenium, and Zinc 
crystals.

 
Results and Discussion

               
Chemical Reduction via Sodium Citrate

The literature shows that the synthesis of gold 
nanoparticles by the chemical reduction method 
with Sodium Citrate can be confirmed through 
visual changes in the color of the solution. Initially, 
it turns yellow because of the presence of Au3+ 
ions to colorless in the presence of the reducing 
agent. During the chemical reaction, it changes to 
a very dark blue color, and purple until it stabilizes 
in a reddish color (which confirms the complete 
reduction of gold ions into metallic gold, and the 
formation of gold nanoparticles) (Figure 2) [7].

 
UV-vis spectroscopy

Figure 3 shows the UV-visible spectra of AuNPs 
samples synthesized via chemical reduction with 
Sodium Citrate. 

We can note that there is a maximum absorbance 
band between 500 and 550 nm in all spectra, 
indicating the presence of metallic gold and 
confirming the formation of gold nanoparticles 
[2]. Other studies also obtained spectra similar 
to Figure 3, with different maximum absorbance 
bands (λmax.abs.), indicating distinct particle sizes 

(Ø), respectively: λmax.abs.=519 nm and Ø≈9.0 nm 
[8], λmax.abs.=520 – 524 nm and Ø≈10.0 nm [9], and 
λmax.abs.=520 nm and Ø≈13.0 nm [10]. 

 
ATR-FTIR spectroscopy

All six spectra show similar behavior and the 
same absorption bands (Figure 4). The broad 
absorption band identified between 3,000 and 
3,500 cm-1 indicates the presence of the hydroxyl 
functional group (-OH) in the solutions, resulting 
from the solvent used during the synthesis, which 
was ultrapure water. The peak at approximately 
1,636 cm-1 is characteristic of the double bond 
between carbon and oxygen, present in carboxylic 
acids, such as β-Ketoglutaric acid, produced 
during the chemical reaction between Sodium 
Citrate and Chloroauric Acid (Figure 5). 

 
Chemical Reduction via Sodium Borohydride

Figure 6 shows the photographs recorded 
during the synthesis of gold nanoparticles by 
the chemical reduction method with Sodium 
Borohydride, showing the visual changes in 
color solutions that occurred during the process.  
We assumed that the chemical reduction of 
the Chloroauric Acid gold ions to metallic 
gold happened since, in both syntheses, an 
instantaneous change in the color of the solution to 
dark red with the addition of Sodium Borohydride 
was evidenced (Figure 6) [6]. After the reaction, 
the solutions maintained their dark appearance, 
whose red/brown color was identified by placing 
the samples against the light.

UV-vis Spectroscopy 

Figure 7 shows the spectra in the UV-visible 
region of AuNPs samples synthesized via chemical 
reduction with Sodium Borohydride.

The spectra in Figure 7 show an absorption band 
between 500 and 550 nm, indicating the presence 
of metallic gold and confirming the formation 
of gold nanoparticles. However, unlike samples 
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Figure 2. Gold colloidal solutions synthesized with Sodium Citrate.

Figure 3. UV-visible spectra of Citrate-AuNPs.
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Figure 4. ATR-FTIR spectra of Citrate-AuNPs.

Figure 5. Reactions involved in the synthesis of Citrate-AuNPs [7].

Figure 6. Record of preliminary synthesis of AuNPs with Sodium Borohydride.
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synthesized with Sodium Citrate, the plasmonic 
resonance band of gold in samples bor_750 and 
bor_1500 is less pronounced than in the others. 
The synthesis of gold nanoparticles with Sodium 
Borohydride as a reducing agent and a stabilizer used 
polyallylamine hydrochloride, 3-mercaptopropionic 
acid, and Polyvinylpyrrolidone was also observed 
by other authors [6,12].

 
ATR - FTIR spectroscopy

The broad absorption band in Figure 8, between 
3,000 and 3,500 cm-1 is characteristic of the 
hydroxyl functional group (-OH), resulting from 
the presence of ultrapure water in the medium. 
The band at 1,636 cm-1 consists of a superposition 
band because of the stretches of C=O and N-H 
groups combinations. The absence of absorption 
bands around 1,285 and 1,460 cm-1 suggests 
the breakage of the pyrrolidone ring during the 
reaction because of the C-N bond and the CH and 
CH2 groups present in the chemical structure of 
the PVP [13]. 

Comparison Between Reducing Agents 

Table 1 presents a comparison between the 
reducing agents evaluated.

Conclusion 

The results showed colloidal solutions of 
gold nanoparticles produced with Sodium 
Citrate presented visual changes, which 
could be related to the efficiency of the 
synthesis, without the need to carry out the 
characterization. The characterization analyses 
contributed to confirming the visual result 
obtained and showing the interference of the 
stirring speed with the characteristics of the 
synthesized nanoparticles. The confirmation of 
whether the synthesis of gold nanoparticles with 
Sodium Borohydride was possible only after 
UV-vis analysis since the solutions obtained 
showed brownish and dark colors. Absorbance 
bands and wavenumber results followed the 
current literature.

 

Figure 7. UV-visible spectra of Borohydride-AuNPs.
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Figure 8. ATR-FTIR spectra of Borohydride-AuNPs.

Table 1. Comparison between reducing agents.
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Energy and Exergetic Evaluation of Thermodynamic Systems Applied to 
Water Heating at Low Temperatures
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Given the changes in human needs in the 21st century, which are increasingly dependent on different energy 
sources, this work aims to compare the energetic and exergetic efficiency of a shower heated by electric resistance 
and a solar heater. The method employed is based on the first and second principles of thermodynamics. We 
found that, under conditions at low heating temperature, the shower has better exergetic efficiency due to solar 
heating when compared to electrical energy since the destroyed exergy is lesser in the solar heater. Energy 
efficiency (quantitative aspect) is bigger in electrical resistance because presents better performing energy than 
solar energy. Therefore, for the final use, of heating at low temperatures, the solar heater is recommended from 
the thermodynamic perspective.
Keywords: Efficiency. Exergetic Analysis. Shower. Electric Resistance. Solar Heater.

 
Introduction 

Electricity consumption in Brazil is based on 
an energy matrix mainly composed of hydropower 
plants. Brazilian government data from 2019 show 
that around 64% of the country's electric energy 
advances in hydropower plants, followed by 
thermoelectric plants (in 23%), and the remaining 
13% are distributed in nuclear and renewable 
energy - mainly solar and wind [1]. Energy sources 
must be chosen according to their application to 
reduce losses. Thus, Deckmann and Pomilio [2] 
approach their work with electricity quality (QEE) 
that is transported in Brazil, suggesting modeling 
in the exergetic sphere for electricity distribution 
systems. It shows that the quality of energy is not 
only linked to its end use but also its transport.

Martins Júnior, Lopes Júnior, and Silva Júnior 
[3] approach in their work that solar energy is an 
excellent source of renewable energy with higher 
energy and exergetic quality in uses. However, a 

contribution from solar energy in 2016 generated 
an energy capacity of around 21 MW, which 
represents a negligible share of the Brazilian 
energy matrix. The authors point out that there 
is a potential field for the use of solar energy, 
highlighting the Northeast, which has an area of 
1,558,000 km², with excellent levels of average 
irradiation and little interannual variability in 
most locations.

The growing concern with environmental 
issues and sustainable development shows 
that it is necessary to track the measures for 
decision-making of energy sources evaluated by 
their quality, which can be achieved based on 
the analysis of exergy [4]. In this sense, exergy 
expresses the energy capacity to carry out work, 
enabling the quality analysis of different energy 
sources in its final application. So it is possible 
to identify which alternatives and how best 
to use them for different contexts of use [5]. 
Thus, the study of exergy was highlighted in the 
scientific community, governments, and society 
[6]  due to the possible changes that its analysis 
can promote to the environment from assertive 
decision-making for the development of energy 
supply strategies, mainly in the current scenario 
due to the increased release of greenhouse gases 
(GHG) into the atmosphere and the related 
increased in the average temperature of the Earth's 
surface observed in recent decades [7].
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Thus, concerns about sustainability should 
motivate analyzes to be made not only about energy 
efficiency, but also of the quality of the energy 
supplied, which consists of the study of exergetic 
efficiency [5]. The analyzes of energy efficiency are 
based on the first principle of thermodynamics, which 
deals with energy conservation. The evaluation based 
only on the first principle, makes it possible to quantify 
the energy involved, however, it does not allow this 
energy to be qualified, nor the intrinsic inefficiencies 
to be evidenced, due to irreversibilities. In this way, it 
is necessary to analyze from the second principle of 
thermodynamics, which makes it possible to qualify 
the various forms of energy involved, and in addition, 
it allows to verify the spontaneity of the processes 
and indicates the maximum useful work possible 
to be carried out, this can serve as a comparative 
parameter between the ideal and the real. Therefore, 
exergetic analysis allows quantifying, qualifying, and 
identifying the most impacting irreversibilities in the 
processes, comparing the yield with the ideal [8].

The performance is directly related to the 
destruction of exergy, which consists of the 
quantification of the irreversibility of the system, 
revealing the distance that it is from an ideal 
condition. In energy transformation processes, as 
the transformation occurs, more irreversibilities 
are generated, thereby reducing the capacity to 
perform work [9]. Thus, the evaluation of exergetic 
efficiency considers the quality of the energy taking 
into account its final application, seeking the least 
degradation of the energy.

In this sense, this work seeks to demonstrate 
the importance of exergetic energy analysis as a 
decision-making factor in the choice of energy 
sources, considering their end use. For this, 
a hypothetical case of a shower for hot baths 
was used. The study was based on the concepts 
presented by Kotas [10] and articles published in 
different databases [4, 5, 7, 8, 11, 12].

Materials and Method

The mathematical modeling of this study was 
supported by Kotas [10], which defines the exergy 

as a stream of matter, which can be divided into 
distinct components. In the absence of nuclear 
effects, magnetism, electricity, and surface 
tension, it is mathematically written according to 
Equation 1:

(1)

On what:
 : kinetic exergy;
 : potential exergy;
 : physical exergy;
 : chemical exergy. 

It is common to work with specific properties 
that consist of the ratio between the property and 
its mass. The specific exergy, ε = E / m, can be 
represented according to Equation 2:

                                          (2) 

In the present study, the portion corresponding 
to kinetic, potential, and chemical exergy is 
negligible. And the Equation can be simplified as 
shown in Equation 3:

(3)

On what:
 : variation of the specific enthalpy;
 : reference temperature;
 : variation of specific entropy.

The exergetic efficiency can be calculated using 
the formula in Equation 4:

(4)

On what:
 : mass flow;
 : specific exergy;
 : power.

Initially, a search was carried out in different 
databases for the construction of theoretical 
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knowledge, and in addition, data related to 
the systems under study was sought. With the 
necessary information in place, an evaluation was 
made of the energy and exergetic efficiency of the 
water heating process from its different energy 
sources, one consisting of the traditional way, via 
electric energy, and the other from solar heating. 
The analysis of energy efficiency was based on the 
first principle of thermodynamics (Equation 5):

(5)

On what:
 : volumetric flow;
 : specific mass;
 : specific heat;
 : inlet temperature;
 : outlet temperature;
 : power.

In addition to calculating the energy efficiency 
for electric showers and the solar heater, their 
exergetic efficiency was evaluated. This efficiency 
is presented in Equation 6, which consists of the 
ratio between useful work and available work.

(6)

 : useful work that has been tapped;
 : available work that has been 

provided to the system.

It is important to note that, to validate the results, 
data were consulted in the literature referring 
to a 4.4 kW electric shower and a solar heater 
model Heliotek - MC Evolution, from Bosch. 
To carry out the analysis, it considered values 
of inlet temperature equal to 20°C and outlet of 
40°C, and flow rate of 0.05 L / s. The studied 
fluid is water, which has specific heat, and a 
specific mass equal to 4.2 kJ / kg.K and 1000 
kg / m³, respectively. For the electric shower, 
the average power is 4.4 kW. For the solar 
heater, the specifications of the model Heliotek 
- MC Evolution, from Bosch [13] were used. 

Applying the values presented in Equation 
(5), efficiency for the electric shower of 95% is 
obtained, by the values presented in the literature 
[4, 12]. And for the solar heater, the efficiency 
obtained was 54% [13].

 
Results and Discussion

 
In terms of exergetic efficiency, it is possible to 

define the yield based on the ratio between the useful 
work and the available work, according to Equation 
(6), performing the calculation, it is obtained that 
the electric shower has a yield of approximately 
7% by the results of Costa and colleagues [4]. 
And for the solar heater, the exergetic efficiency 
was approximately 12%, also converging with the 
results presented in the literature [11]. It is noticed 
that for both sources, the exergetic efficiency is 
low, this is because the water is heated at a low 
temperature (from 20°C to 40°C), in this range 
the possibility of carrying out work is very 
small. Table 1 summarizes the results achieved. 
 
Table 1. Energy and exergetic performance from 
different sources.

The results show that the process of heating 
water at low temperatures has low exergetic 
efficiency. In this sense, it is important to choose 
sources of energy supply compatible with the end-
user. Therefore, electrical energy, which has high 
quality, should not be used to carry out a process 
of low exergetic yield, this causes high destruction 
of exergy. The use of a solar system is more 
appropriate concerning electrical energy, which, 
as can be seen in Table 1, the use of solar energy 
instead of electrical energy, provides a 72% increase 
in exergetic efficiency, even though the solar 

Energy 
Source

Energy
 efficiency 

(1st principle)

Exergetic
efficiency

(2nd principle)
Electrical 
Energy 95% 7%

Solar Energy 54% 12%



www.jbth.com.br

JBTH 2022; (March) 55Thermodynamic Systems

system presents low efficiency, of approximately 
12%, caused by the nature of the process. 
From the results obtained in Table 1, we observed 
that the value found with the application of the First 
Principle (quantity) is different from the value-
added with the Second Principle (quality), showing 
that it is necessary to evaluate energy resources 
both from the perspective energy efficiency as 
well as exergetics, so that it is possible to select 
integrated resource planning. With this, it takes one 
to adopt environmentally correct actions, one can 
adopt the energy efficiency indexes together with 
the exergetic, as parameters of decision making 
on energy sources according to their end-use, 
contributing to reducing the exergetic destruction 
of the system and consequently influencing 
the mitigation of environmental impacts. 
It is worth mentioning that it is necessary to carry 
out complementary studies to choose the system 
that best suits the desired objectives [14]. From 
an exergetic perspective, heating using solar 
energy is more advantageous than using electrical 
energy. However, it is necessary to carry out a 
technical-economic analysis to verify whether it is 
financially attractive to invest in a solar system for 
heating water in the place of interest.

 
Conclusion

The present work had an objective to make 
an energetic and exergetic comparison in a 
water heating system carried out by electric 
energy and solar heating. We found that for 
low-temperature heating systems, relatively 
higher exergetic efficiency is obtained using 
solar heating, compared to the use of electrical 
energy. There is less destruction of exergy. 
About the energy aspects, evaluated only 
from the perspective of the first principle of 
thermodynamics (energy conservation), the 
source of electrical energy is more efficient, which 
is following the literature, as electrical energy 
has a better performance compared to solar. 
Thus, for the case addressed in this work, water 
heating at low temperature, the solar heater proved 

to be more appropriate than electrical resistance, it 
is worth mentioning that the study considered only 
thermodynamic aspects, requiring a technical-
economic analysis to check the best alternative. 
As a suggestion for future studies, a thermoeconomic 
analysis of the use of water heating systems is 
proposed for the two conditions discussed in this 
work, verifying whether the financial contribution 
used in a solar heating system, for example, is 
justified because it has better efficiency.
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Pipelines are currently considered the safest means of transporting hydrocarbons. However, accidents with 
leaks in pipelines are still recurrent, despite safety regulations. Therefore, there is a need to detect these leaks 
efficiently and adapt to the environment. This article evaluates the possibilities that the ultrasonic technique 
presents for leaks detection in pipelines. An algorithm was used to divide into steps of importance, concepts such 
as technical feasibility, suitability, and capability. The method proves to be quite versatile and promises to be 
very accurate, an alternative for detecting leaks in long pipelines. 
Keywords: Ultrasonic. Leakage. Pipelines. Evaluation. Hydrocarbons. 
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Introduction 

Currently, pipelines are considered the safest 
means of transporting fuel. Today there are about 2.5 
million kilometers of these pipelines transporting 
hydrocarbons [1]. However, even built and 
operated within the maximum international safety 
standards of the oil and gas industry, the pipelines 
are subject to construction problems, deterioration 
processes, and third-party interference, which lead 
to leaks [1,2]. Pipeline leaks are one of the most 
common types of accidents and one of the causes 
of large losses and soil contamination [1,3]. 

Environmental Issues Caused by Oil and Gas 
Leaks 

Due to the discovery of new oil and natural 
gas deposits in Tabasco in Mexico, there has 
been an increase in infrastructure investments at 
the place, due to the abundance of hydrocarbons, 
reaching around 1,388 barrels per day [4]. So, the 
exploration and extraction of hydrocarbons have 
caused major damage to the environment due to 
the organic compounds generated by the oil spill 

at the site, generating several social impacts for 
residents of regions close to the deposits [4,5]. In 
2018, around 1,600 hectares of soil contaminated 
by oil spills were recorded, where one of the 
causes is leakage in pipelines [4]. 

 
Ultrasonic Method 

The ultrasonic method is characterized by a 
hardware-based, non-invasive acoustic method  
[3]. A common way to use this method is to use 
a pulsar, a transducer, and a device to display 
the captured signals. The pulsar is responsible 
for generating ultrasonic waves that travel along 
the walls of the ducts. Part of the energy of 
these waves will be reflected, and these signals 
will be captured by the receiving transducer [5].
If a leak occurs, the fluid into the pipe will be 
disturbed. Therefore, these waves will cause a 
significant variation in the voltage picked up by 
the transducer. The method has high sensitivity, 
characteristic of the acoustic method, and because 
of that, it can produce a higher rate of false alarms 
[3]. Also called lamb wave, the wave generated by 
the pulsar in steel pipes can be redirected and can 
propagate over a distance of 1km. Because of this, 
the ultrasonic technique presents itself as an ideal 
alternative for monitoring long ducts [6]. 

This article aims to analyze the ultrasonic 
technique for detecting leaks in oil and gas 
pipelines, using a method that allows the reader 
to understand in which situations the method is 
applicable. 
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Materials and Method

To evaluate the ultrasonic leak detection 
technique for oil and gas pipelines, we used the 
algorithm shown in Figure 1. The algorithm 
allows separating the evaluation criteria in stages 
and order of importance. 

 
Results and Discussion

Technical Feasibility 

To insert a method into an environment, it 
is first necessary to know if it can adapt to the 
characteristics of the location [7]. Table 1 shows 
some of the possibilities offered by the ultrasonic 
method.

The ultrasonic method has no restrictions to any 
material, location or type of duct [3]. However, it 
behaves better in pipelines made of steel. Because 
in steel pipes the lamb waves can be redirected 
and can propagate over a distance of 1km [6].  

Pipeline size and types of inspection will vary 
according to the type of equipment. In addition, 
no restrictions on the conditions of the pipeline for 
the use of this technique are reported in previous 
research. 

Technical Suitability 

At this point, it is evaluated whether the 
method can meet the specific needs, using the 
criteria in Table 2. The measured parameters are 
the frequencies of waves that are reflected as they 
travel through the pipeline [6]. The purpose of the 
method is to detect leaks and identify the place 
of rupture, which can be detected to an accuracy 
of inches. Furthermore, it is a sensitive technique 
(Table 3), because the method can identify micro 
leaks (previously research, the method has 
detected leaks of 0.02L/min) [8]. 

Technical capability

In this step, it is necessary to evaluate what 
the technique requires for the place where it will 
be inserted. The analog signal received by the 
receiving transducer needs to be converted to be 

Table 1. Technical feasibility criteria [3].

Criteria For Ultrasonic Method
Pipeline type Without restriction
Material type Without restriction
Location type Without restriction 
Access requirement Power energy 
Pipeline conditions No data 
Pipeline sizes Evaluate according the 

equipment 
On-line inspection/
Off-line inspection 

Evaluate according the
equipment

Table 2. Technical suitability criteria [3].

Criteria For Ultrasonic Method
Measured parameters Ultrasound requency
Detection purpose Leakage detection
Cooperate with other 
techniques Not necessary

Detection efficiency It may vary depending 
on the equipment used

Figure 1. Algorithm to evaluate a technique [7]. 

Select the technique
to be tested

Determination of
technical feasilbility

Evaluation  of
technical suitability

Evaluation of
technical capability

Evaluation complete
Evaluation of
performances

indicators



www.jbth.com.br

JBTH 2022; (March) 59Ultrasonic Technique for Lekeage Detection

analyzed. For this, a DSP module is used, which 
is equipped with a large number of flash RAMs, 
so it demands a structure that has high processing 
power, to result in a fully digital signal to be 
analyzed, and this can be an important restriction 
for the operation in remote sites [8]. 

 
Evaluation of Performances Indicators

high processing power that the technique requires 
to process your data, with technological advances 
this technology may become a viable alternative 
for the market in the coming years. However, the 
lack of studies and the limitations of them that 
prove the efficiency and safety of the technique 
is an impasse for the adhesion to this technology. 
Following studies are recommended for future 
research on this subject. 
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Table 3. Performances indicators of ultrasonic 
technique [3].

Conclusion

The ultrasonic technique is an excellent 
alternative for detecting leaks in oil and gas 
pipelines, due to its ability to adapt to different 
environments, in states of matter, and can detect 
micro leaks. Especially when the ducts are made 
of steel since in these cases the pulses can be 
redirected and propagate about 1km, which makes 
it a choice for detecting leaks in long-distance 
ducts. However, the technique has negative points 
depending on the equipment used, there will be a 
need to process at least part of these signals on the 
edge, if it is not possible to have equipment for 
processing the signals, it may be that the ultrasonic 
method is not the ideal, as it would require high 
bandwidth, depending on a more detailed cost 
assessment, between the cost of processing 
and sending data. The ultrasonic leak detection 
technique in oil and gas pipelines has shown 
potential for the hydrocarbon transport sector, 
mainly due to its ability to detect micro leaks and 
monitor pipelines over long distances.Despite the 

Indicators Classification 
Adaptive ability Can 
Positioning accuracy General 
Response time Fast 
Sensitivity High
Continuous monitoring Can
False alarm rate General
Maintenance requirement General
Cost Low
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Hydrogen is a promising alternative to meet the world's energy demand, presenting many uses. Fuel cells are 
the most well-known use in automobiles. But Synthetic fuels is also an promissing alternative. Studies have 
shown the use of hydrogen as a fuel additive in internal combustion engines. This article aims to present a review 
of how hydrogen is used as a fuel source, as a replacement option for fossil fuels, reducing the environmental 
impact and CO2 emissions. Finally, in this review, some advantages and disadvantages will be preseted.
Keywords: Hydrogen. Fuel Cell. Synthetic Fuel. Additive. Energy.

 
Introduction

Reducing the environmental impacts caused by 
global warming, acid rain, and the degradation of 
the ozone layer from the burning of fossil fuels. 
There are researches on courses to find alternatives 
according to each process [1].

Hydrogen is one of the most common elements 
on our planet. To several studies, Hydrogen is 
promised to be the energy source of the future, 
presenting itself as a potential substitute for 
fossil fuels in transportation [2]. When used as 
an energy source, it has the potential to reduce 
CO2 emissions. H2 is used in fuel cells to produce 
electricity [3]. When it comes to environmental 
benefits, it can drastically reduce CO2 emissions 
because of its main product, which is water. 

This research review presents the advantages 
and disadvantages of using hydrogen as an energy 
source, considering the differences between 
hydrogen-powered engines and engines powered 
with other fuels. Considering positive aspects of the 
use of hydrogen, such as low environmental impact; 
energy potential; the need to develop renewable 
and clean energy sources.

Hydrogen as Energy Source
 

Hydrogen Fuel Cell

Hydrogen is considered one of the cleanest 
energy sources if it comes from renewable sources 
[4]. It is one of the few renewable sources with 
commercial application and can be obtained 
from many sources [2]. In fuel cell applications, 
hydrogen can reach an efficiency of up to 60%.  
Condensation of Hydrogen happens at -252.77°C, 
specific weight of 71 g/L. The result is one of 
the highest energy densities per unit of mass, 
compared to other fuels. But there are some 
disadvantages, such as the difficulty of obtaining 
liquid hydrogen and its high cost of processing [4]. 
Figure 1 shows the diagram in which it is possible 
to identify the differences between disadvantages 
and advantages.

Fuel cells started to be studied in the 19th 

century. However, its first application happened 
with NASA between 1960 and 1970 in spacecraft 
[4]. In recent years there has been an increase in 
the use of fuel cells, in several areas in the search 
for efficiency, sustainable energy, and emission 
reduction [2]. Fuel cells differ from batteries 
because they work while being powered by fuel. 
Hydrogen is converted into a product based on 
hydrogen and energy that can be electricity or heat. 
Manoharan and colleagues (2019) explained that  
pressurized tanks are needed to store hydrogen in 
a fuel cell vehicle. It needs to be resistant because 
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of safety reasons. Compressed hydrogen is under 
a pressure of 34 MPa, with a mass of 32.5 kg 
at a volume of 186 L. this condition is suitable 
for a 500 km range. It is also possible to liquify 
hydrogen in a cryogenic liquid state. It happens 
at a temperature of -259.2 °C. its density is not 
that high, 1 L of hydrogen weighs 71.37*10-3 kg. 
However, maintaining hydrogen in a liquid state 
is extremely difficult. Also, liquid Hydrogen is 
explosive in contact with some gases.

 
Use of Hydrogen in Internal Combustion Engines

Hydrogen, diesel, and biodiesel mixtures have 
been studied by several researchers. The results 
showed many advantages like the absence of 
carbon in its molecules, calorific power compared 
to pure diesel, and the reduction in the emission 
of unfriendly gases to the environment when 
used in compression ignition engines). Kanth and 
colleagues (2021) evaluated the use of hydrogen 
in a mixture of rice biodiesel and biodiesel of 
Millettia pinnata (Karanja). The experiment 
(Figure 2) shows the supply of hydrogen through a 
pressure cylinder, which was regulated to enter the 
diesel engine at a pressure of 2 bar and a flow rate 
of 7 lpm (liters per minute). A 5.2 kW CI engine 
was maintained in constant rotation and variable 
load. The experiment results demonstrated a 
reduction in the specific consumption of fuel, CO 
and HC exhausted by the engine due to better 
combustion from the propagation of flame caused 
by hydrogen [5]. However, due to higher pressure 

and temperatures in combustion, the indices of 
NOx were slightly increased.

Mohamed and colleagues (2013) conducted 
an experiment involving the use of hydrogen-
fueled as an additive in a CI engine. Their results 
showed that there was an increase in thermal 
efficiency and a reduction in NO rates, but 
there was an increase in smoke emission [6]. 
Karagöz and colleagues (2015) evaluated the use 
of hydrogen intake through the air intake system 
pipe of a CI engine. Hydrogen was stored in a high-
pressure gas cylinder (200 bar) and was injected 
into the engine through a pressure regulator valve 
(4 bar). The system also had a flame-cutting valve 
for safety reasons and a flow meter. Hydrogen 
injection occurred through an electronically 
controlled valve. The details of instrumentation in 
the hydrogen cylinder are represented in Figure 3.

During the experiment, the engine rotation was 
kept constant at 1100 RPM while the load was 
varied (40%, 60%, 75%, and 100%). Hydrogen was 
injected by 30% of the total energy of the diesel 
and hydrogen mixture. The addition of hydrogen 
provided a reduction in CO emissions for all 
tested loads. The lower ignition delay of the H2 is 
responsible for improving burning and increasing 
the pressure in the cylinder, providing more 
complete combustion of the mixture [7]. Other 
justification for the reduction of CO is the greater 
homogeneity caused by H2. For all loads tested, 
there was an increase in HC. This phenomenon was 
associated with a higher amount of unburned fuel 
because of hydrogen injection into the engine. The 

Figure 1. Advantages and disadvantages of hydrogen.

Source: Felseghi and colleagues(2019) [4].
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Figure 2. Experiment scheme for hydrogen and biofuels.

Source: Adapted from Kanth and colleagues 2021 [5].

Figure 3.  Systematic display of the hydrogen.

Line: 1 - Hydrogen Cylinder; 2 - Pressure regulator; 3 - Exhaust 
valve; 4 - Shut-off valve; 5 - Needle valve; 6 - Hydrogen Rotation; 
7 - Hydrogen mass flow meter; 8 - Tank; 9 - Pressure line regulator; 
10 - Ball valve; 11 - Tailing valve; 12 - Flame suppressor; 13 - Quick 
connection; 14 - Hydrogen Injector; 15 - Discharge line. 
Source: Karagöz and colleagues (2015) [7].
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results of NOx emission varied according to the 
load testing. For all tested loads, the NOx values 
were reduced compared to pure diesel, except for 
the 100% load. The justification pointed out by 
Karagöz and colleagues (2015) is reported that in 
varied loads (40%, 60%, and 75%) the effect of H2 
dilution causes the reduction of the emitted. For the 
load of 100%, the increase in the peak temperature 
in the cylinder results in the higher formation of 
NOx. Pressure analysis in the cylinder indicated 
an increase for all tested loads due to the rapid 
flammability of H2 and reduced ignition delay.

 
Synthetic Fuels

The goal of synthetic fuels is to create a fuel 
that is sustainable for heavy transport such as ships, 
large trucks, and some passenger cars [8].  Synthetic 
fuels are less efficient than electricity, which means 
that electric batteries are preferred in vehicles, but it 
is a way to reduce carbon emissions in aeronautics 
and the naval industry [9]. The generation of 
synthetic fuels begins in the same way as hydrogen 

is obtained for a fuel cell application. However, 
there is an introduction of atmospheric CO2 used 
to create a larger carbon chain, such as Alcohol, 
Gasoline, Diesel, or other larger hydrocarbons. 
Figure 4 shows the process of introducing CO2.

 
Conclusion

Hydrogen is one of the best alternatives for the 
future due to its abundance in the universe and its 
high specific energy. Despite its storage problems 
and transport difficulties, this does not invalidate 
it as an alternative for the future of transport. 
Fuel cells appear to be the most efficient method 
of generating energy, as the redox process is 
more efficient than burning hydrogen. However, 
both methods are being studied by several 
researchers with advantages and disadvantages.  
Another method of using hydrogen is to be used 
as an additive in CI engines. In this configuration, 
hydrogen is injected into the inlet pipe along 
with atmospheric air. This configuration presents 
reduction results for CO, HC, and other harmful 

Figure 4. Principle behind a synthetic fuel.

Source: Adapted from Bracker (2017) [9].
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gases, but there are still NOx emissions being 
produced that have variable behavior. The use of 
synthetic fuels is a promising alternative for the 
transport sector, despite its high cost. 
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Ana Carolina Araújo dos Santos1*, Ana Caroline Sobral Loureiro1, Ana Lúcia Barbosa de Souza1, 
Natália Barbosa da Silva1, Reinaldo Coelho Mirre1, Fernando Luiz Pellegrini Pessoa1

1SENAI CIMATEC University Center; Salvador, Bahia, Brazil

We need investiments in cleaner, renewable and sustainable energy sources to meet global fuel demand. 
Biobutanol is produced by the biotechnological route, by the ABE fermentation process. Biobutanol as a biofuel 
has gasoline-like properties, and its energy efficiency is 25% higher than ethanol. The objective of this work was 
to conduct a literature review on the production of biobutanol and to collect data on the market of this biofuel 
to understand the challenges involved in the production of biobutanol. We did the systematic review using the 
inclusion method. We analyzed the biobutanol world scenario and its applicability in Brazil as a solvent in 
industries. 
Keywords: Biofuel. Biobutanol. ABE Fermentation. n-Butanol. Literature Review.

 
Introduction 

The growing environmental need is to turn 
to cleaner, renewable and sustainable energy 
sources to meet the ever-increasing demand for 
fuel. Renewable energy will be the world's fastest-
growing energy source, expected to double from 
2015 to 2030. [1] Biofuel, produced through a 
biological process, has drawn scientists' attention 
due to its environment-friendly feature [2]. 

Biobutanol is butanol production from natural 
or organic or biodegradable or renewable biomass 
[3]. Butanol is higher alcohol whose chemical 
formula is C4H10O and which has four structural 
isomers: n-butanol, isobutanol, tert-butanol, and 
sec-butanol [4]. 

n-Butanol is a chemical compound that falls 
within the alcohol reagent family. Due to their 
increasing use as additives, solvents, and fuels, 
alcohols have found their position in the market. 
Biobutanol as a fuel derived from biomass feedstock 
produced using ABE fermentation turns out to be 
an extremely clean and sustainable fuel with a high 
energy density comparable to gasoline [3]. 

Biobutanol is considered the gasoline of the 
future. It will be a good substitute for gasoline 
due to its physical properties such as high boiling 
point, economy, and safety [4, 5]. From the United 
States (USA) perspective, ASTM D7862 - 21 
standard allows butanol intended to be blended 
with gasoline at 1% to 12.5% by volume for 
use as automotive spark-ignition engine fuel 
[6], while ASTM D787533 provides a method 
for determining the butanol and acetone content 
in butanol by gas chromatography technique, 
intended for blending with gasoline [4,7]. 

Brazil has a large availability of fermentable 
raw materials, especially sugarcane and corn, and 
well-established industrial facilities for alcoholic 
fermentation, so it has the potential to become a 
reference for the export of biobutanol [8].

Industrial initiatives in the n-butanol field 
are aimed at the biofuels market because of 
n-butanol's better properties compared to ethanol, 
as it has 25% more energy than ethanol, lower 
water miscibility, and less corrosive properties. 
Butanol can be blended with gasoline and diesel 
in higher proportions, it can replace gasoline use, 
while ethanol can only be used as an additive 
[5,9].

Therefore, the objective of this work was to 
conduct an integrative review of the production 
of biobutanol, collect data on the foreign and 
internal markets of this biofuel, and understand 
the challenges involved in the production of 
biobutanol.
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Materials and Methods 

The present work sought the literature review to 
show the main points related to the production of the 
biobutanol process and commercial prospection in 
the Brazilian scenario. The databases that provide 
scientific articles were consulted, such as SciELO, 
ScienceDirect, and Google Academic. 

The search was for articles written between 2013 
and 2021, preferably considering articles available 
in their full version. Inclusion and exclusion criteria 
were also used in which more than 60 articles 
were found throughout the research. We evaluated 
10 sources, considering some themes: Renewable 
energies; Production of Biobutanol, and economic 
and market analysis. After the sources selection, 
according to the inclusion criteria, we divided the 
review into five phases (Figure 1), according to a 
previously established protocol [10]. 

Literature Review 

Phase 1: Preparation of a Guide Question 

In this phase, we defined the questions that 
will guide the research. For the elaboration of this 
work, we used the following questions: 

1. What are the applications of Biobutanol? 
2. Is there a possibility that biobutanol is a 

biofuel used in Brazil? 
3. What is the market forecast for biobutanol 

by 2030? 

Phase 2: Research or Sampling in Literature

In this step, the strings used to search the 
literature and the databases to be searched are 
defined. The data were obtained using the following 
platforms: SciELO, Google Scholar, and Science 
Direct. Figure 2 shows the steps followed for the 
literature survey. 

Steps 1 and 2 were performed to obtain 
information regarding the amount of research 
conducted on biofuels and biobutanol specifically. 
In step 3, we were raised on the biobutanol 
production processes and their production 
prospects. Step 4, reflects the crossover between 
biobutanol production and its market prospects.  
At this phase, we applied the inclusion and 
exclusion criteria. The inclusion criteria were 
articles, dissertations, and technical reports 
published in English or Portuguese. The exclusion 
criteria were duplicate articles and non-eligibility 
for the proposed theme. 

 
Phase 3: Data Collection 

In the third phase, the articles were resumed 
and organized according to the reference to the 
theme addressed. Figure 3 shows the number of 
publications found in the integrative review steps. 

Research on biofuels has great relevance in the 
market. A total of 60 articles addressing the theme 
of biobutanol were selected. Ten articles were 
evaluated, considering some themes: Renewable 

Figure 1. Literature review phases. 

Stage 1: Preparation of
a guide question

Stage 2: Search for
samples in the literature

Stage 4: Critical analysis
of the included studies

Stage 5: Discussion of
results

Stage 3: Data collection
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energies; Production of Biobutanol, economic and 
market analysis. Besides, 2 international standards 
and 6 technical reports without full access were 
consulted to understand the projection of the 
biobutanol market by 2030. 

Phase 4: Critical Analysis of Studies Included 

In this stage, we did a critical analysis of the 
selected literature after the inclusion and exclusion 
criteria of papers. Figure 4 shows the quantity of 
the literature survey corresponding to 67% of 
articles, 22% of technical reports, and 11% of 
international standards. 

The studies address the scope of the insertion 
of biofuels in the energy matrix as a relevant 
factor to combat global warming. We focused on 
the applications of biobutanol as a solvent in the 
chemical, petrochemical, and biofuel industries. 
They specifically present the production of 
n-butanol by the biochemical route through ABE 
fermentation using clostridium bacteria as the 
main microorganism for the process. 

The solvent separation technologies obtained 
by ABE fermentation are presented in most articles 
as impact agents in the economy of biochemical 
processes because the separation processes directly 
influence the production price of biobutanol. 

The prospect of biobutanol by 2030 was 
optimistic according to the technical reports 
prepared between 2019 and 2021[1,11,12]. It also 
points out that countries such as China, India, and 
the United States have great interest in investing 
in biobutanol as fuel due [11], mainly the ability 
of biobutanol to be mixed and have squealing 
gasoline properties and have greater efficiency 
than ethanol. In the United States, the mixture 
of biobutanol in gasoline is regulated by ASTM 
D7862 [6] and ASTM D7875 [7]. The Brazilian 
market is promising for biofuels since the second 
largest consumer in the domestic energy matrix 
is the transportation sector, responsible for 
31.2% of domestic energy consumption in 2020 
(BEN, 2020) [13,14]. In Brazil, biobutanol is a 
biofuel since there is an investment in the ethanol 
production market adapting cars to this biofuel 

Figure 2. Steps for the literature survey. 

Figure 3. Number of searches found at each phase. 
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[4]. At this moment, the largest market in Brazil 
for biobutanol to be used is as a solvent in the 
paint and varnish producers' industry. 

Discussion

In the phase 5, the interpretation and synthesis 
of the information obtained from the results 
of the research on the theme of biobutanol are 
made. The research covered the bibliography 
from 2011 to 2021. it is possible to observe in 
Figure 5 the distribution of material used in this 
work per year. 

According to The Energy, Information 
Administration (EIA), the increase in world 
energy consumption would be around 56% in 2040 
compared to 2010 [15, 16]. Shenbagamuthuraman 
(2021) showed that gasoline and other liquid 

fuels are the dominant energy sources for the 
transportation sector, although there is a slight 
decline in total transport energy consumption 
from 96% in 2012 to 88% in 2040. [17] US, China, 
and Brazil should achieve 15-27% of biofuel 
mixture with conventional fuel by 2020-2022 [1]. 
The biobutanol market is expected to register a 
CAGR (Compound Annual Growth Rate) of over 
7%, during the forecast period. The major factors 
driving the market studied are carbon emission 
reduction and gaining prominence as a foundation 
for chemical manufacturing. [11] In 2020, the 
worldwide n-butanol market volume was more 
than 5.1 million metric tons. The market volume 
of this organic compound is forecast to grow to 
around 6.2 million metric tons worldwide by the 
year 2026 [18]. In Figure 6, we can analyze the 
n-butanol market by 2026. 

Figure 4. Quantitative literature articles. 

Figure 5. Distribution of publications on the theme of research by year. 
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The biobutanol market is in an incipient 
and consolidated phase. The main biobutanol 
producing industries are Cathay Industrial Biotech, 
Gevo inc, Butamax Advanced Biofuels, and 
Cobalt Technologies [11]. Cobalt Technologies 
has developed several technological innovations 
to produce biobutanol to reduce production costs 
by 30% to 60% and radically reduce the impact 
of carbon compared to petroleum-derived butanol, 
which finds applications in various chemicals and 
fuels, including 1-butylene, butadiene, lubricating 
oil, and poly-alpha-olefins. [12] Brazil, according 
to the Brazilian Chemical Industry Association 
(ABIQUIM), Oxiteno and Elekeiroz are currently 
producing butanol isomers. 

Conclusion

In this work, 60 more articles related to the 
theme were collected using the databases of the 
Academic, Science Direct, and SciELO. Six 
technical reports and 2 international standards 
were considered to complement the information.  
This review demonstrated that biobutanol holds 
a promise as a renewable biofuel, given its 
ability to be a substitute for fossil fuels and its 
property of being blended with gasoline and 

diesel. In addition, the world market is open to the 
possibility of inserting biobutanol as biofuels in its 
energy matrix, mainly in countries such as China 
and the US. For Brazil, biobutanol may be a great 
possibility for insertion as a biofuel due to the 
large supply of raw material from sugarcane close 
to the areas where the plants will be implemented.  
However, to date, greater use of n-butanol is as 
a solvent applied in the production of paints and 
coatings. In addition, another obstacle to the 
inclusion of biobutanol as biofuel in the energy 
matrix is the regulatory agencies, since this biofuel 
is an experimental fuel by the Brazilian National 
Agency of Petroleum, Natural Gas, and Biofuels 
(ANP). At present, Brazil does not have technical 
standards to designate the use of a mixture of this 
biofuel with gasoline or diesel. It was also possible 
to highlight the scarcity of publications about the 
biobutanol market in Brazil, although the country 
has great potential to be a producer of this biofuel. 
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Figure 6. Global n-butanol market volume from 2015 to 2020, with a forecast from 2021 to 2026 (million 
metric tons). 
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The production of shale gas in Brazil has great potential to meet the country's energy needs. This process 
uses hydraulic fracturing, which is a good stimulation method, that induces fractures in the reservoir rock 
by injecting a fracturing fluid into it. Therefore, it permits increasing the permeability around the well, 
and the well's productivity index. It is crucial to understand the operation and the factors influencing the 
process to mitigate the risks involved in hydraulic fracturing. This work aims to identify and analyze the 
possible failure modes and their risks through risk analysis methods [Failure Modes and Effects Analysis 
(FMEA), and Fault-Tree Analysis (FTA)], in addition to connecting them to environmental impacts. We 
expected that this integrated method would support the safe monitoring of the technique in the future.  
Keywords: Fracking. Shale Gas. FMEA. FTA. Environmental Impacts. 

Introduction 

With the increase in global energy demand, 
the search for alternative resources has become 
an increasingly necessary reality. In Brazil, with 
the reheating of onshore field activities, there is 
potential for the exploration and production of 
unconventional gas in onshore basins, such as 
those in the Recôncavo Baiano, São Francisco, 
Sergipe-Alagoas, Parnaíba, Parecis, Paraná, 
Potiguar, Amazonas and Solimões [1,2]. 

Located in low permeability reservoirs, shale 
gas is exploited using the hydraulic fracturing 
technique, which consists of creating fractures 
through the reservoir rock by injecting a fracturing 
fluid under high pressure, leading to increased 
permeability in the rock and, consequently, 
increasing the productivity rate of the well [3,4].

The method's objective is to increase the 
permeability and porosity of the rock by fractures, 
which propagate through the rock formation, 
to facilitate the extraction of oil or gas. Before 

fracturing occurs, vertical drilling takes place 
to a depth of approximately 1.2 km to 3.6 km; 
reaching the kick-off-point (KOP), horizontal 
drilling begins, up to 1.2 km in length [5], to 
reach a larger area to extract as much oil or gas 
as possible. After the drilling phase, the horizontal 
section is fractured with the injection of chemical 
fluids and a high amount of water at a pressure that 
is higher than the fracturing pressure (5,000 psi), 
together with thickeners that act as support agents 
(sand, polymeric gums, and silica) that create a 
preferential path of high conductivity, facilitating 
the fluid flow [4]. 

Considered high risk, the technique is not well 
regarded by a part of society as it is associated 
with the possibility of environmental and social 
impacts, such as aquifer contamination, and 
geological risks, among other negative impacts, 
depending on the conditions in which it is 
practiced [6,7]. However, the Brazilian potential 
with its reserves makes an intensified effort and 
studies the efficiency of hydraulic fracturing for 
the exploration and production of shale gas and 
the control of its impacts favorable for the country 
[8,9]. In addition, the country could double its gas 
reserves if only 10% of the gas were commercially 
viable. 

The use of hydraulic fracturing in Brazil 
requires greater knowledge about the real risks and 
impacts present depending on the characteristics 
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of the reservoir, seeking to minimize failures 
and mitigate the environmental and social 
impacts arising from this practice [10]. Lima and 
Gonçalves [11] emphasize the need for technical 
knowledge about the method, to improve it, 
better monitor the fracture process, and minimize 
damage to the environment in the recovery of gas 
in shale gas type reservoirs. Thus, environmental 
studies on the impacts of hydraulic fracturing are 
important as they allow for the subsidizing of 
eventual licenses concessions by environmental 
agencies. Therefore, it is necessary to know the 
characteristics of the Brazilian aquifers and the 
petrophysics and geomechanics of shales [6]. 

The risk analysis of the shale gas production 
process through Hydraulic Fracture will be 
performed using the FMEA (Failure Modes 
and Effects Analysis) and FTA (Fault-Tree 
Analysis) methods [12]. The FMEA method is 
used essentially for preliminary evaluations to 
increase the knowledge about the functioning and 
performance of the studied systems by identifying 
the main issue in the process. Consequently, 
after identifying and solving the problem, there 
is a reduction or even cancellation of failures. 
The FTA Analysis method, on the other hand, is 
applied to carry out a systematic approach that 
allows identifying the root of a problem through a 
diagram. One of the differences that have become 
a complement to the FMEA method is having the 
ability to map a series of events until the possible 
causes that originated the failure are reached, that 
is, a correlation between failures and subsystems. 

In this way, it is possible to identify failures and 
their severity, frequency of occurrence, probability 
of detection, priority problem, and their causes 
from the combination of methods. Therefore, they 
are methods that seek to improve the quality and 
assertiveness of the process, making it safer and 
more reliable. 

The production of shale gas can lead to 
operational failures due to the extreme conditions 
of the process, compromising operational safety 
due to risks related to environmental impacts. 
Therefore, there is a need to understand how the 

fracturing mechanism occurs and what are the 
environmental impacts involved during this type 
of operation. 

The objective of this work is to carry out a 
preliminary survey of the failure modes of hydraulic 
fracturing, which can occur during the fracturing 
stages of reservoir rock and gas production. It 
will be possible to identify and analyze possible 
risks of the interaction of hydraulic fracturing 
mechanics with the geological environment of the 
unconventional reservoir through the use of risk 
analysis methods FMEA and FTA, in addition to 
correlating the risks to their possible environmental 
impacts.

Materials and Methods 

This study has a predominantly exploratory 
character, with its development based on data 
and information obtained from bibliographic 
references. Google Scholar and Science Direct 
databases were used on a query basis, from 2017 
to 2021. Through strings such as fracking, shale 
gas, risk analysis, and environmental analysis, we 
searched for papers that associate the mechanism 
of hydraulic fracturing with environmental 
risks and impacts arising from its activity. 
Understanding the environmental aspect (cause) 
arising from the interaction of an element with the 
environment brings as a consequence the impact 
of this activity. A methodological proposal for this 
work involves the following steps: (i) study the 
hydraulic fracturing technique; (ii) identify the 
variables that influence the process; (iii) identify 
and associate environmental risks and impacts; 
and (iv) verify the potential application of FMEA 
and FTA risk analysis techniques. 

Failure Modes and Effects Analysis - FMEA

The FMEA methodology was used to analyze 
the risks involved in the Hydraulic Fracture 
process to show the problem to be solved that is 
a priority. This priority problem is found through 
a Risk Matrix that contains the Risk Priority 
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Number - RPN, in which the higher the number, 
the more critical the failure in question and the 
faster a measure or action should be taken to avoid 
it. The RPN is calculated using Equation 1. 

(1) 

Where: 
G - Severity; O - Probability of Occurrence; 
D - Probability of Detection.

The “G” and “O” elements are scored from 1 to 
10 following the logic of 1 for very low and 10 for 
very high severity or probability of occurrence, 
whereas in “D” 1 is for high detection probability 
and 10 for low probability. 

Fault-Tree Analysis - FTA 

Another risk analysis method is the FTA, 
which aims to identify the root of the problem/
fault with the highest risk score (RPN), i.e., the 
priority problem analyzed in the FMEA method. 
The analysis occurs through the assumption of 
causes for that failure. So, it is possible to exclude 
reasons for the occurrence of the problem, which 
facilitates its identification and subsequent 
remediation, and consequently, the occurrence of 
failure can be canceled. The method analyzes the 
failure modes with the highest RPN of each risk 
matrix, following the FMEA technique. 

Results and Discussion 

From the databases consulted, the interactions 
between the key terms fracking shale gas risk 
analysis and environmental analysis were 
tested. From the set of researched works, we 
noticed a lack of studies that associate risks and 
environmental impacts arising from the use of the 
hydraulic fracturing technique in the production of 
shale gas. Thus, the need for this type of approach 
stems from the importance of establishing the 
relationship between cause (failure mode) and 
effect (environmental impact) with the use of 
the technique. Although preliminary, the results 

that will be presented in this work contribute to 
adapting the proposed methodology to identify 
and assess the environmental risks and impacts of 
the production of shale gas. 

In the course of hydraulic fracturing, problems 
can occur that affect the integrity of the activity 
and, consequently, cause environmental and 
social impacts. Initially, a preliminary assessment 
of the operational characteristics of hydraulic 
fracturing was carried out under the conditions 
of the reservoir, which allowed the identification 
of possible failure modes of the process and their 
risks, which are capable of causing potential 
environmental impacts (Table 1). 

From Table 1, it was possible to identify the 
main risks associated with the hydraulic fracturing 
technique, which are the cause of unwanted 
fractures and the occurrence of fracturing fluid or 
gas leaks. Therefore, as proposed in the method, 
the risk analysis technique (FMEA) was used to 
analyze these main risks presented in Table 1, so 
that from this analysis it is possible to identify the 
failure mode with the highest RPN value, which 
demonstrates the problem that is a priority to be 
solved. 

First, there is the risk analysis of the cause of 
unwanted fractures (Table 2). Unwanted fractures 
are those caused accidentally, which occur with 
the loss of control over the pressure that the fluid 
exerts on rock formations, only in the situation 
where the upper capping rock has lower minimum 
stress than that of the lower capping rock, there 
is a possibility of environmental impact since 
the flow of the fracturing fluid would go towards 
the surface, reaching existing groundwater and 
contaminating it. 

The failure modes analyzed were: I) Exceeding 
the fracture pressure continuously; II) Deviation 
in the geomechanical study of the reservoir; III) 
Uncontrolled spread of the fracturing fluid. 

The fracture pressure (Pf) is calculated through 
a geometric correlation that proportionally relates 
to the pressure gradients of the depth that will 
be fractured. Thus the reference value of Pf is 
obtained, and so a Pa greater than Pf is applied 
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to open the fractures. However, once the fractures 
are opened, Pa is gradually reduced and an 
irregular fracture doesn't occur. On the other hand, 
the geomechanical study of the reservoir aims to 
provide prior knowledge of the rock's properties, 
especially its permeability, porosity, temperature, 
and compressibility. All this data and the proximity 
to some groundwater are extremely important, since, 
as they are estimated, an error in the calculations or 
the studies can cause serious environmental impacts. 
Lack of control in the propagation of the fracturing 
fluid is another failure mode, which can occur due 
to the existence of natural fractures in the reservoir. 
There is the possibility of an involuntary connection 
of a fracture caused by the process with a natural 
fracture to happen and so, with the application of 
the fluid of fracturing in these unforeseen sites, it is 
possible that new fractures would be opened, which 
is unwanted. 

Subsequently, the risk analysis of the 
occurrence of fracturing fluid or gas leaks was 
carried out, Table 3, of which the failure modes 
analyzed were: I) Failure in cementing the well; 
II) Piping Corrosion. 

In the same way as the fracturing fluid, the 
gases present in the reservoir rock or those from 
the production itself can also migrate to the 
surface due to a difference in density, causing the 
contamination of groundwater and an increase in 
the concentration of toxic gases in the atmosphere.

The irregular cementation of a well is one of 
the biggest concerns regarding the integrity of 
the well. This failure can be described as a poorly 
done zonal isolation, which if not identified or 
controlled, can give rise to accidents that cause 
personal, material, environmental and financial 
damage. Due to the practice of operations to avoid 
failures in cementing the well, its probability of 

Table 1. Failure modes x risks x environmental impacts.

Table 2. Risk matrix cause of unwanted fractures. 

Failure Modes Risks Environmental Impacts
Continuously exceed fracture  
pressure

Cause unwanted fractures to 
groundwater

Contamination of groundwater  and 
subsoil

Deviation in the geomechanical 
study of the reservoir 

Cause unwanted fractures to 
groundwater

Contamination of groundwater and 
subsoil

Uncontrolled spread of  
fracturing fluid 

Cause unwanted fractures  
to groundwater 

Contamination of groundwater and 
subsoil

Well cementing failure Occurrence of fracture  fluid  
or gas leaks 

Increased concentration of toxic gases 
in the atmosphere Contamination of 
groundwater and subsoil

Piping corrosion Occurrence of fracture fluid 
or gas leaks 

Increased concentration of toxic gases 
in the atmosphere Contamination of 
groundwater and subsoil

Cause of unwanted fractures
Fail Mode G O D RPN

1 Continuosly exceed fracture pressure 8 4 3 96
2 Deviation in the geomechanical study of the reservoir 7 5 6 210
3 Uncontrolled spread of fracturing fluid 9 4 5 180
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occurrence is minimized, however, it still exists. 
Unlike cementing failure, piping corrosion, a 
process of deterioration of the internal surface 
of the well, is more likely to occur. In addition 
to harming the process, it delays the production 
operational schedule, generates high maintenance 
costs, and can also generate health risks and the 
environment. 

After performing the risk analysis using the 
FMEA method, it is possible to identify the failure 
modes with the highest RPN. The results showed 
that “Deviation in the geomechanical study of 
the reservoir” and “Failure in cementing the 
well” are the problems to be solved as a priority, 
concerning the risk matrices in Table 2 and Table 
3, respectively. Thus, it appears that the steps with 
the greatest possibility of causing environmental 
impacts are those linked to the characteristics of 
the reservoir, the good profile, and the injection of 
fracturing fluid. 

After identifying the priority failures, another 
risk analysis was carried out, FTA, which should 
present the possible causes for the occurrence of the 
failure that will be analyzed. Thus, it was possible 
to build the fault tree for each problem mentioned, 
as can be seen in Figure 1. Through this analysis, 
it is possible to identify the causes of a deviation 
in the geomechanical study of the reservoir. One 
of the main reasons is the inadequate choice of the 
fracture model, which can occur due to an error 
when estimating the reservoir properties since they 
are performed through computational tests, which 
means that they are not exact. Just as the reservoir 
properties are not accurate, the two-dimensional 
and three-dimensional fracture models are not 
either. Therefore, due to the imprecision of the 
fracture models and the estimation of reservoir 
properties, there is a possibility of a deviation in 

the geomechanical study of the reservoir, which 
may cause unwanted fractures that can cause 
serious environmental impacts. 

The FTA for “Cementation Failure” was also 
constructed (Figure 2). 

From the analysis carried out, it can be seen 
that “Cementing Failure” has several causes to be 
analyzed, which may explain its greater severity 
and higher difficulty of detection of “Piping 
corrosion”. The main cause of this failure can be 
contamination of the cement slurry, so the cement 
properties are altered due to interaction with the 
drilling fluid, which impairs the cementation of the 
well. There is also the possibility that the volume 
of the cement paste was insufficient, due to loss of 
circulation, which would be the invasion of fluid 
for formation through natural or induced fractures 
or in depleted formations. This can also occur due 
to some break-in in the well, which would lead to 
an unexpected increase in the diameter of the well. 
Furthermore, choosing a cement of a quality that 
meets the requirement of high shear strength is 
extremely important, as the cement's adherence to 
the good wall is crucial for efficient cementation. 

Conclusion 

After the risk analysis is performed on the 
possible failure modes arising from the fracturing 
and gas production steps, it is concluded that the 
integrated methods of FMEA and FTA, when used 
together, are able of providing sufficient data on 
the possible risks of using the Hydraulic Fracture 
technique in shale gas exploration and production. 
Even though a preliminary study, it is possible to 
identify the presence of environmental impacts 
such as groundwater contamination and increased 
concentration of toxic gases in the atmosphere.

Table 3. Risk matrix occurrence of fracture fluid or gas leaks.

Occurrence of fracture fluid or gas leaks
Fail Mode G O D RPN

1 Well cementing failure 9 4 5 180
2 Piping corrosion 7 5 4 140
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Figure 1. FTA of the Deviation in the geomechanical study of the reservoir. 

Figure 2. FTA of Failure to cement. 

Cementation Failure

Contamination of cement
paste

Insufficient cement paste
volume

Unwanted drilling fluid flow Unconditioned drilling fluid

Low shear strength cement

Poor quality cement

Loss of circulation
Well diameter larger than

expected

Well break-in
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However, it is expected that with more studies 
in the future, based on more detailed risk analysis, 
it will be possible to reduce possible risks, through 
fracture monitoring or the application of more 
accurate fracture modeling software. From this, 
the probability of the occurrence of environmental 
impacts would decrease, so that the applicability 
of the technique would become safer and more 
reliable, so that, in the future, such a proposal will 
be able to offer greater incentive to the exploration 
and production of oil and gas in unconventional 
reservoirs, to take advantage of the energy 
potential available in the country. 
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Treatment of Oily Effluents Through the Combination of Flotation and Wetland in Thermal 
Plants Under the Focus of Patent Documents: A Prospective Study
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2Instituto Avançado de Tecnologia e Inovação; Recife, Pernambuco; Brazil

This study aimed to present a technological search for technologies in the processing of oily effluents through 
the physical-chemical flotation and biological wetland process generated in thermoelectric plants in the patent 
database of the Derwent World Patents Index (DWPI) using keywords. We found few studies for thermal power 
plant-effluent processing technologies and combined technologies for flotation and wetland effluent treatment. 
Patents indicated high efficiency in the combination of the processes. We did not find studies in Brazil for 
treatment technologies of effluents in thermoelectric plants. However, due to the country's energy scenario, 
investments in research in this area are recommended.
Keywords: Thermoelectric Plants. Oily Effluents. Flotation. Wetland.

 
Introduction

Thermoelectric power plants play a 
fundamental role in the operation of energy supply, 
as they operate as a complement to the Brazilian 
hydrothermal system in times of low levels of 
these reservoirs [1].

Thermoelectric power plants produce electrical 
energy from thermal energy released by chemical 
or nuclear reactions [2]. This production currently 
occurs from the combustion reaction. These plants 
can be classified according to different criteria: 
main product, type of fuel, type of thermal engine, 
and load character, among others. The most 
widespread thermal machines used in non-nuclear 
thermal power plants are the thermal power plants 
with a steam cycle, gas turbine power plants 
operating in simple cycles (combined-cycle 
plants), combustion engine plant internal, and 
thermoelectric cogeneration plants [3].

Depending on the technology adopted, the 
thermal power plant's cooling system can constitute 
a significant source of social and environmental 

problems, given the volume of water collected, 
evaporation losses, and the generation of effluents 
[4].

The generation of effluents is an environmental 
aspect that has great potential for environmental 
degradation, as they can cause changes in the 
quality of receiving bodies and consequently their 
pollution, causing damage to human health, soil 
and water contamination, thus it should be treated 
before the release to the receiving body [5].

Thus, the washing systems for equipment, lines, 
and rainwater drainage in thermoelectric plants, 
which will produce water with oily residues, must 
direct their effluents directly to a water treatment 
system. This system will treat the water to meet the 
quality parameters established in environmental 
legislation [6]. The removal of pollutants is the 
objective of effluent treatment. However, due to its 
diversity, there is no ready-made formula suitable 
for use in any situation. To achieve the objective, 
there are several treatment processes based on 
physical, chemical, or biological phenomena or 
principles, or even on their combinations [7].

In general, the combined treatment processes 
have greater efficiency, and for effluents with 
high oil content, the separation process by 
water-oil density difference is necessary, with 
flotation being one of the promising techniques. 
Flotation is widely used to treat effluents with 
high concentrations of suspended solids, oils, and 
greases. Among the benefits of flotation, there 
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is a reduction in odorous gases, raising the level 
of dissolved oxygen, which results in a better-
quality effluent [8]. However, it is still necessary 
to polish the treated effluent, which can be done 
by a biological process, with wetland being one of 
the relatively low-cost alternatives. The wetland 
system represents a natural ecological solution 
for wastewater treatment. Natural systems are 
improvements in processes that occur in nature, 
but their differential is a small need for mechanical 
equipment, reduced electricity costs, and little or 
no need to use chemical inputs [9].

In this context, the objective of this work was 
to carry out a technological mapping in the patent 
base of the Derwent World Patents Index (DWPI), 
to assess the global panorama of the use of 
combined technologies for treating oily effluents 
generated by thermoelectric plants through the 
physical process -chemical flotation and biological 
wetland.

 
Materials and Methods

This technological prospection was carried 
out between May and July 2021, using the Text-
Fields option in the Derwent World Patents Index 
(DWPI) database, with a license to use from 
the Centro Universitário SENAI CIMATEC - 
Salvador, Bahia, Brazil. The focus of the research 
was to collect data on the use of combined 
technologies in the treatment of effluents from 

thermal power plants through flotation and 
constructed wetlands.

To obtain the data, we searched using the 
association of keywords between 2000 and 2020. 
Four searches were performed in the patent 
database of the Derwent (Table 1). The surveys 
were based on the search for technologies with a 
focus on combinations of the techniques in this 
study.

The patents selected for data processing were 
those most associated with the proposed theme of 
combined technologies for the treatment of oily 
effluents through the flotation and wetland process 
in thermoelectric power plants.

Based on data collection in Derwent, 11 
documents were identified related to the research 
interest area of this study. From the research, it 
was possible to identify the countries having the 
technology of interest, demonstrate the annual 
evolution of publications, as well as carry out 
an assessment of the area of analysis of the 
international patent classification codes (IPC) 
contained in the documents.

In addition, the patents found were read to 
identify and list the technical and environmental 
aspects and advantages contained in the documents. 
 
Results and Discussion

           
Patent analysis is a robust approach that has 

been widely used to identify competition, design 

Table 1. Patent Search for keywords from the Derwent World Patents Index (DWPI).

Search Keyword Number of Patent 
Documents

1 [(effluent or wastewater) near treatment] and 
(oil or oily) and (thermoelectric)

7

2 [(effluent or wastewater) near treatment] and 
(oil or oily) and (flotation) and (wetland)

4

3 [(effluent or wastewater) near treatment] and 
(oil or oily) and (flotation) and (thermoelectric)

0

4 [(effluent or wastewater) near treatment] and 
(oil or oily) and (wetland) and (thermoelectric)

0
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strategies for the future, support the development 
of new processes and products in a given target 
technology field, and especially gain competitive 
sustainability advantages. Thus, the analysis of 
the evolution of a specific technology is of great 
importance to assess the impacts and potential 
market interest in a new or better technological 
demand [10].

 
Annual Evolution of Patents

Figure 1 shows the results for the filing of patents 
for the technologies studied from 2009, the year 
in which the first registration in China took place, 
CN101462816A. This record features equipment 
characterized by a modularized structure and high 
treatment efficiency [11].

From the analysis of the annual evolution 
(Figure 1) between 2015 and 2019, the largest 
number of publications was identified, representing 
82% (9) of the total number of documents. 
In 2015, the largest number of inventions in 
technology was carried out, representing 45% 
(5) of the total number of documents identified. 
The annual evolution data of the patents studied 
in this prospect, found in the period from 2000 

to 2020, shows that the technology is in a stage 
of knowledge accumulation, where the number 
of patents filed is still reduced, with a total of 7 
patents filed in the area. Treatment of oily effluents 
from thermoelectric power plants and four patents 
filed in the area of   effluent treatment by combining 
flotation and wetland techniques over a period 
of 21 years. During this period, no patents were 
found filed in the study area with a combination of 
flotation and wetland techniques for the treatment 
of oily effluents from thermoelectric power plants.

 
International Patent Classification (IPC)

The International Patent Classification 
– IPC was put into effect in 1971 to 
establish a current categorization for 
registered patents. This classification helps 
in the search for patents, making access to 
technological information in documents [12]. 
The most common IPC was C02F 9/14, which 
refers to the multi-stage treatment of water, 
wastewater, or sewage with, at least, one 
step being a biological treatment (Figure 2). 
The IPC codes B63J 4/00, B63B 35/00, C02F 
1/00, and C02F 1/44 were found in three patent 

Figure 1. Annual evolution of patent document publications on oily effluent treatments through the 
flotation and wetland process in thermoelectric plants deposited between 2000 and 2020.
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documents (Table 2). These patent codes are present 
in subsection B63, which refers to processing, 
transport, separation, and mixing operations in 
ships or other vessels; related equipment, and in 
subsection C02, which refers to the treatment of 
water, wastewater, sewage, or sludge and sludge.

Two documents present technologies 
for combined effluent treatments. Patent 
CN101462816A claims an integrated water 
treatment through an industrial pond with chemical 
treatment and aeration device in a thermoelectric 
power station. The equipment is characterized 
by high treatment efficiency, with a wide range 
of applications and little investment [11]. Patent 
CN207047070U claims a turbidity treatment 
system for organic wastewater belonging to 
environmental protection facilities. The system 
uses effluent treatment through flotation associated 
with a wetland pool. The model is presented as a 

kind of organic wastewater treatment plant that 
has a simple structure and high oil yield [13].

 
Countries Holding the Technologies

Concerning technology holders, of the 11 patent 
documents found for this study, China was the 
country with the highest number of patents filed 
(55% of the total), as seen in Figure 3. This result is 
since China has an electrical matrix in which coal-
fired thermoelectric plants predominate, holding 
about 65% of the installed capacity, followed by 
hydroelectric plants, with 20% [14].

 
Conclusion

From this technological prospection, it 
is possible to conclude that, in the twenty 
years evaluated, few studies were found for 

Figure 2. Distribution of the most used International Patent Classification codes in patent documents.
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technologies in the treatment of effluents from 
thermal power plants and combined technologies 
for the treatment of effluents through flotation 
and wetland. China stands out in research on 
these issues, probably due to its electrical matrix. 
The two patents found that the use of combined 
physical and biological wastewater treatment 
processes is indicated as processes that require 
low financial investment and high yield. Thus, 
for the oily effluent condition generated in 
thermoelectric power plants, this combination is 
promising.

No studies were found in Brazil for the 
development of technologies for the treatment of 
effluents in thermoelectric plants, however with 

Table 2. Description of International Patent Classification codes in patent documents.

Figure 3. Main depositor countries of the study technology between 2009 and 2020.

the vulnerable generation pattern in the country 
during the dry periods of the year, when the 
effective energy supply is lower than the installed 
hydropower capacity investment in research in 
this area is recommended.
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A Brief Overview of Ammonia and Urea Production and Their Simulations Strategies
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To engender a simulation of the integrated Ammonia - Urea process, a literature review was carried out about 
these industrial processes, focusing on extracting information from the literature, such as the types of processes 
and their description, thermo-physical-chemical properties, and thermodynamic and kinetic models related 
to the process. Furthermore, research was carried out on thermodynamic models for NH3-CO2-H2O systems, 
capable of describing an integrated Ammonia-Urea plant.
Keywords: Ammonia. Urea. Simulation. Literature Review.

Introduction

The high relevance of studies involving 
ammonia and urea can be verified when discussing 
the market importance and the various applications 
of these two products. 

Therefore, it is almost essential to develop 
simulation strategies for their production, 
serving as a basis for more in-depth studies of 
intensification and optimization, to enhance the 
production and commercialization of products and 
their derivatives.

Thus, for more specific studies to be carried out, 
it is necessary to have a general knowledge about 
the synthesis and applications of both ammonia 
and urea.

Ammonia

The production of ammonia, in general, and 
summarized, is carried out from the reaction 
between N2 and H2 (Equation 1) (Haber-Bosch 
reaction) [1].

 N2(g)+3H2(g) →2NH3(g)         (1)

The enthalpy of formation of this reaction 
(ΔfH

θ), at a temperature of 298.15 K, corresponds 
to -45.898 kJ/mol (exothermic reaction) [2]. As for 
its applications, ammonia serves as raw material 
for different types of products. Among the areas of 
activity of ammonia, we have [3]:

●  Fertilizer production – Ammonium sulfate, 
ammonium phosphate, ammonium nitrate, 
and urea (the focus of this study).

●  Explosives – Nitric Acid
●  Polymers – Nylon, fibers, and other types of 

plastics.

On an industrial scale, in short, ammonia is 
produced from water, air, and energy - generally, 
hydrocarbons, which, in turn, also provide 
hydrogen. In this scenario, the hydrocarbons 
are converted into methane (NH4), which, 
subsequently, by hydrolysis, are converted into H2 
(which will be used in the synthesis, together with 
the N2 feed), CO, and CO2 (removed during the 
process) [1,2].

Urea 

In general, urea is produced, on an industrial 
scale, through the reaction between ammonia 
(NH3) and carbon dioxide (CO2) which normally 
occurs under high pressure and temperature 
conditions (13 - 30 MPa and 170 – 300 °C), 
being represented by the following stoichiometric 
Equation 2 [4,5].

 

 2NH3+CO2↔NH2CONH2+H20 (2)
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However, the generation of CO(NH2)2 does not 
occur directly, instead, the process is divided into 
two steps. At first, ammonium carbamate is formed 
at the expense of the direct reaction between NH3 
and CO2 (Equation 3) [5].

 2NH3+CO2↔NH2CO2NH4 (3) 

Then, the process of dehydration of NH2CO2NH4 
can be observed, causing the formation of the 
product of interest (urea) and water (Equation 4)
[5].

 NH2CO2NH4↔NH2CONH2+H2O (4) 

In addition to the previous reactions, another 
process that occurs in parallel and that is 
often not considered in the formation of biuret 
(NH2CONHCONH2) (Equation 5) [5].

2NH2CONH2→NH2CONHCONH2+NH3      (5)

As for urea's market applications, the compound 
is despicable in its performance as a fertilizer, being 
the most used nitrogen fertilizer in Brazil. All this 
highlight is mainly due to its high concentration of 
nitrogen (about 46% of its composition), which is 
an extremely important compound for the vitality 
and growth of plants [4].

Bearing in mind the importance of the market 
of both products, mainly for economic sectors that 
involve agribusiness (since ammonia is used to 
produce urea, which is a widely used fertilizer), 
this work aims to carry out a bibliographical review 
of the production processes of both and their 
simulation strategies and about thermodynamic 
models for NH3-CO2-H2O systems, capable of 
describing an integrated Ammonia-Urea plant.

 
Materials and Methods

We did a literature review on ammonia and urea 
production and simulation processing. Data were 
collected from open-source platforms like Google 
Scholar, SciELO, and CAPES, also portals/

websites such as UreaKnowHow and the Aspen 
Plus simulation files. The keywords used for 
the state-of-the-art search were: urea, ammonia, 
simulation, synthesis, Aspen Plus, industrial 
production, and thermodynamic models.

The research included data about the different 
technologies used to produce ammonia and 
urea and the differences between them, thermo-
physical-chemical properties; product formation 
kinetics, and thermodynamic models appropriate 
for NH3-CO2-H2O systems.

 
Results and Discussion

This section will approach the review results. 
Initially, the research focused on obtaining data 
and information about ammonia production. For 
this, the main references used were Pattabathula 
(2016), Sunny (2016), Christensen (2001), Garcês 
(2021), and the files and reports of the Aspen Plus 
software.

 
Ammonia

Process Description

As mentioned in the previous sections, 
ammonia is produced from the Haber-Bosch 
reaction (Equation 1), which consists of reacting 
H2 and N2 to form NH3. However, on an industrial 
scale, some steps precede and follow this synthesis 
[1].

To understand these steps, it is necessary to define 
the type of technology used to produce ammonia. 
Among the various types of technologies found 
in the literature, - such as BASF (1910), Kellogg 
(1960), KBR (Kellogg modified by Braun) - the 
research focus was given to the Haldor Topsoe’s 
plant (as it is the plant used as a base by Aspen Plus 
to simulate the ammonia production process) [6].

The process itself can be separated into 8 steps, 
namely: Natural gas desulfurization, Reforming, 
CO Conversion, CO2 Removal, Methanation, 
Synthesis, Tailgas Scrubbing, and Refrigeration 
[2].
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Natural Gas Desulfurization

The natural gas fed to the plant is supplied dry 
and contains a maximum of 40 ppm - by weight - of 
sulfur (a poison for the catalyst in the subsequent 
step) [2,7].

Thus, this step has the function - as the name 
suggests - to reduce the concentration of sulfur. 
This reduction is separated into two parts called 
PDS (Pre-Desulfurization) and FDS (Final 
Desulfurization). At first, the organic compounds 
containing sulfur are removed through a catalytic 
conversion process into H2S, and then catalytic 
hydrogenation is carried out to remove the residual 
sulfur [2,7].

 
Reforming

This stage of the process, like the previous 
one, is also divided into two parts: primary and 
secondary reform [1,2].

Here, the hydrocarbons in the feed - now sulfur-
free - are converted into hydrogen and carbon 
oxides (CO and CO2), so at the end of the process, 
the reformed gas contains about 0.3% - by volume 
- of CH4 [2].

The two main reactions that occur at this stage 
are as follows (Equations 6 and 7):

 CH4+H2O →CO+3H2       (6)

 CO+H2O →CO2+H2       (7)

CO Conversion / CO2 Removal

In these two steps, the objective is to remove 
all carbon oxides from the mixture to generate 
Syngas. At first, most of the CO present in 
the reformed gas is converted into CO2 in two 
catalytic stages, the first is high and the second 
at low temperature, considering the following 
stoichiometry (Equation 8) [2,7]:

 CO+H20 →CO2+H2       (8)

Then, almost all the CO2 contained in the 
mixture is removed through absorption in a 
solution with a concentration of 0.31% methyl-
diethanolamine (MDEA). At the end of this 
process, syngas is obtained - with about 0.1% vol. 
of CO2 in the mixture [2].

 
Methanation

Even in small amounts, carbon oxides are 
poisonous to the catalyst of the ammonia synthesis 
step. Thus, these are converted to CH4 with the aid 
of a nickel catalyst (Equations 9 and 10). In the 
end, the remaining carbon oxides do not exceed 
10 ppm [2].

 CO+3H2 →CH4+H2O       (9)

 CO2+4H2 →CH4+2H20     (10)
 

Synthesis

The syngas, in this step, goes through a centrifugal 
compressor that raises its pressure to approximately 
300 bar and the hydrogen and nitrogen react and are 
catalytically converted into ammonia by the Haber-
Bosch Equation (Equation 1) [2].

In the plant simulated in the aspen plus files, 
this step uses Haldor Topsoe's S-200 ammonia 
conversion strategy (Figure 1), which consists 
of a two-bed radial flow converter with indirect 
heat exchange between the two beds. In this way, 
efficient use of the converter volume, low-pressure 
drops, and high conversion occur - due to indirect 
cooling [2].

 
Tailgas Scrubbing/Refrigeration

In tailgas scrubbing, the ammonia present 
in the purge gas is recovered and fed into the 
refrigeration unit and the rest of the gas is used as 
fuel in the reform stage - more specifically in the 
primary reformer  [2].

Finally, the ammonia fed into the refrigeration 
unit is liquefied and directed to its intended 
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purpose, whether it is feeding the urea plant or 
for storage. Figure 2 shows an ammonia synthesis 
plant, which uses the Haldor Topsoe technology, 
by Profertil [2,7].

 
Urea

Process Description

Knowing the production of ammonia, the 
research was able to progress and deepen the 
urea production process. For this, the main 

bibliographical references were used for Chinda 
(2015) and Bispo (2021).

As previously done, first the main urea synthesis 
technologies were searched and, according to 
the research, the two most used are those of the 
companies Stamicarbon and Toyo Engineering - 
other technologies were also found, such as that of 
the Snamprogetti company, however, will not be 
considered in this review [4].

The difference between these two technologies 
can be seen in the ammonia feed. In the Stamicarbon 
process, NH3 is fed into the Carbamate Condenser/

Figure 1. Ammonia synthesis step – Aspen Plus (hereda 2021).
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Pool Condenser, while in the ACES21 (Toyo) 
process, the feed occurs directly into the reactor. 
This distinction between plants may reverberate in 
the formation of biuret, since the direct insertion 
of ammonia into the reactor will increase its 
concentration in the equipment, disfavoring the 
reaction to form NH2CONHCONH2. The research 
focus was given to the Stamicarbon plant (as it is 
the plant used as a base by Aspen Plus to simulate 
the urea production process) (Figure 3) [4,8]. 

Fugure 3 presents the synthesis section works 
using CO2 stripping technology and is composed 
of four steps/equipment: Stripper, Pool Condenser/
Carbamate Condenser, Reactor, and Scrubber 
[4,9,10].

 
Stripper

In the stripper, the decomposition of 
ammonium carbamate into NH3 and CO2 occurs 
due to the countercurrent contact between the 
pure CO2 feed stream and the stream containing 
the reactor bottom product (composed of 
ammonium carbamate, urea, water, and biuret). 
Thus, a gaseous output stream is generated at the 

Figure 2. Haldor Topsoe ammonia plant example - Profertil [2,7].

top of the equipment, containing ammonia and 
carbon dioxide, directed to the Pool Condenser, 
and an underflow containing urea, water, and 
biuret [4].

 
Pool Condenser

Feeding NH3, CO2, and ammonium carbamate, 
the Pool Condenser is responsible both for forming 
the liquid NH2CO2NH4 that will dehydrate in the 
Reactor, forming urea and for synthesizing part 
of the urea resulting from the process. Then, 
two outputs are generated and directed to the 
Reactor, one in the liquid state (urea, ammonium 
carbamate, and water) and the other in the gaseous 
state (remaining NH3 and CO2) [4].

 
Reactor

Being fed with urea, carbamate, water, 
ammonia, and carbon dioxide, the reactor is 
responsible for providing the three main reactions 
of the process (Equations 3, 4, and 5). Thus, the 
equipment has two outlets, the bottom one – 
composed of ammonium carbamate, urea, H2O, 
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Figure 3. Urea synthesis – Stamicarbon x ACES21 (Toyo) [4].

and biuret – and the top one – with unreacted NH3 
and CO2 [4].

 
Scrubber

Finally, the scrubber has the function of 
condensing the gaseous output of the Reactor 
and forming NH2CO2NH4, to send it back to the 
process to be dehydrated and form the product of 
interest in the process, urea [4].

Comparison of Thermodynamics Models

After reviewing the functioning of ammonia 
and urea production plants, the research focused on 
finding thermodynamic models that better define 
the studied systems. For this, the main references 
used were Gudjonsdottir (2016), Chinda (2019), 
and the files and reports of the Aspen Plus software.

According to Chinda (2019), for example, for 
the urea synthesis unit explained in this study, 
the most appropriate thermodynamic model to 
represent the system, as it can predict non-ideal 
systems with high efficiency and accuracy, is 
the SR-POLAR model, used by authors such as 
Rasheed (2011) and Chinda herself [10].

As for the ammonia process, the aspen 
plus reports shows that the most appropriate 

thermodynamic model to define the system is the 
RKS - BM. In addition, he also reports the use of 
the NRTL electrolyte method, together with the 
RKS - BM, to perform the calculations of the liquid 
and vapor properties in the CO2 removal unit.

Another interesting approach is that of 
the author Gudjonsdottir, who performed a 
comparison between different models to assess 
their performance in an NH3-CO2-H2O system. 
Some of the models analyzed were: E-NRTL, 
E-NRTL2, E-NRTL modified by Que and Chen 
(2011), extended UNIQUAC, among others 
[11]. Among the author's conclusions we have: 
The E-NRTL model modified by Que and Chen 
(2011) is accurate for CO2 partial pressures at 
low temperatures (10-40ºC) and also presents 
better results for NH3 partial pressure when 
compared to E-NRTL2; Its computational 
time is also better when compared to extended 
UNIQUAC, for example; The modified model 
of Que and Chen (2011) has an action limit, 
referring to the concentration - by weight - of 
NH3 of 30% [11].

 
Conclusion

We concluded that it was possible to gather 
important data about the functioning of each stage 
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of the ammonia and urea production processes, 
the types of available technologies, simulation 
strategies, as well as important information 
about thermodynamic models used in both 
processes and for NH3-CO2-H2O systems in 
general.

The collected data can be used to start simulation 
attempts of an integrated Ammonia-urea plant, 
to facilitate future improvement procedures, 
intensifications, and optimizations.
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Study of Measurement Systems for Determination of Polycyclic Aromatic Hydrocarbons in 
Vehicle Environmental Samples
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Polycyclic aromatic hydrocarbons (PAHs) are organic compounds with two or more aromatic rings. Their 
emission sources are anthropogenic, such as burning fossil fuels in vehicles. Due to their properties, these 
compounds are toxic in nature and have potential carcinogens, requiring attention to their detection in the 
environment. Several studies have already been conducted for construction-detection systems, nevertheless, the 
methods are expensive and complex. The objective of this work was to identify these measurement possibilities 
already used to propose a new, simpler, and cheaper system for determining PAHs. So, we carried out a literature 
review survey to build the necessary theoretical foundation for the proposed system development. 
Keywords: Polycyclic Aromatic Hydrocarbons. Permanent Organic Pollutants. Measurement System. Vehicle 
Pollution. 

 
Introduction

The exponential growth of the automotive 
industry in recent decades has increased concerns 
related to the impact of this large number of 
vehicles on urban air pollution. The emission of 
pollutants by vehicles is mainly caused by the 
burning of fossil fuels such as diesel or gasoline, 
and among the main pollutants emitted are 
polycyclic aromatic hydrocarbons (PAHs) [1]. 
These are organic compounds characterized by 
two or more condensed aromatics rings in their 
chain, and they come from the incomplete burning 
of organic matter [2]. Research studies indicate a 
strong correlation between the levels of PAH in 
the air and urban vehicle traffic [1,3,4] among 
these vehicles, those powered by diesel presented 
themselves as the source of PAHs [4].

As for the physicochemical nature of PAHs, 
they are chemically stable compounds, and many 
of them can be transported over long distances, 
being able to adhere to particulate material. In 
addition, when excited in the ultraviolet and 

visible spectrum, they present the phenomenon of 
fluorescence, which can be used for their detection 
[5]. Human exposure to these pollutants occurs 
through ingestion, inhalation, and through the 
skin, and during their metabolic process in the 
human and animal body, they interact with DNA, 
which could result in a tumor [6].

Due to their properties and interaction with the 
human body, they have been categorized by the 
US Environmental Protection Agency as priority 
pollutants and classified by the International 
Agency for Research on Cancer (IARC) as 
potentially carcinogenic compounds to humans 
and animals [2,6]. Because of the toxic nature 
of PAHs, several methods of detection of these 
compounds in samples have been studied over 
the years, however, the most commonly used 
methods apply expensive and time-consuming 
techniques, such as High-Performance Liquid 
Chromatography (HPLC), Gas Chromatography 
with Flame Ionizer Detector (GC - DIC) and 
fluorescence spectrophotometry [2].Therefore, 
this article aims to study the existing measurement 
systems and alternatives that could be used in 
an alternative simple, practical, and fast PAH 
detection system for vehicle samples.

 
Materials and Methods

A literature review survey was carried out 
in scientific databases such as Google Scholar, 
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Science Direct, SciELO, and Research Gate, to 
select articles on the main polycyclic aromatic 
hydrocarbons, their characteristics, and their 
main physicochemical properties followed by 
a literature survey of methods for detection 
and identification of existing PAHs. And 
finally, at the beginning of the construction 
and characterization stage of the measurement 
system, we did a theoretical foundation for the 
construction of the proposed new measurement 
system.

 
Results and Discussion

Classification of PAHs

Growing emission of these toxic pollutants, 
the International Association for Research 
on Cancer (IARC) carried out experimental 

procedures and classified 19 main PAHs 
according to their carcinogenic potential, 
dividing them into groups (Table 1). Group 1 
is a human carcinogen substance; group 2A: 
probably carcinogenic substance; group 2B: 
possibly carcinogenic substance; group 3: non-
carcinogenic substance and group 4: probably 
non-carcinogenic [7].

PAHs in-Vehicle Samples

In 2020, in Brazil, it is estimated that there 
were approximately 107 million vehicles spread 
across the national territory according to the 
National Department of Transit (Departamento 
Nacional de Trânsito – DENATRAN) [8]. 
Additionally, according to the National 
Association of Vehicle Manufacturers 
(Associação Nacional dos Fabricantes de 

Table 1. Classification of some PAHs according to the groups established by the IARC [2].

HPA Classification
Anthracene Group 3
Benzo [a] anthracene Group 2B
Benzo [b] fluoranthene Group 2B
Benzo [j] fluoranthene Group 2B
Benzo [k] fluoranthene Group 2B
Benzo [g, h, i] fluoranthene Group 3
Benzo [c] fenanthrene Group 2B
Benzo [a] pyrene Group 1
Benzo [e] pyrene Group 3
Chrysene Group 2B
Coronene Group 3
Dibenzo [a,c] anthracene Group 3
Dibenzo [a,h] anthracene Group 2
Dibenzo [a,j] anthracene Group 3
Fluoranthene Group 3
Fluorene Group 3
Indeno [1,2,3-cd] pyrene Group 2B
Naphthalene Group 3
Pyrene Group 3
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Veículos Automotores-ANFAVEA) [9], more 
than 2 million vehicles were produced in the 
country in 2019. All of these vehicles, before 
being launched on the market, undergo a rigorous 
process of analysis and inspection regarding 
their emissions to control and minimize their 
environmental impact. Although the vehicle 
emission control is targeted at regulated pollutants, 
the study, and control of non-regulated pollutant 
emissions, such as PAHs, is also relevant, due to 
their toxic and harmful nature to human beings. 
In a survey on air pollutants carried out in Portugal, 
the emissions of 16 HPAs classified by the United 
States Environment Protection Agency (USEPA) 
as priority pollutants were analyzed for 40 days in 
a row. This research concluded that in the urban 
area, the main source of PAHs was emissions from 
diesel-powered vehicles [4].

Other studies and surveys showed that in 
vehicular samples, it was mainly observed the 
presence of pyrene, naphthalene, phenanthrene, 
fluoranthene, and chrysene (Figure 1), with 
concentrations ranging from 1.133 to 5.801 mg 
km-1 [1,10].

 
PAH Detection Methods

Due to their carcinogenic potential, PAHs 
have long been the subject of study in the 
scientific community, not only regarding their 
properties but also regarding their detection 
methods. Table 2 shows the main detection 
methods for these compounds. All of them are 
well-founded methods, with proven accuracy 
and effectiveness. However, their complexity 
and cost limit the frequency of analyses. 
Fluorescence applied in the detection of PAHs 

The phenomenon of fluorescence is characterized 
by the emission of light by a substance when 
excited through energy absorption. Nowadays, 
the fluorescence detection methodology is widely 
used in the scientific community due to its high 
selectivity and low complexity [5]. Lakowicz 
(2006) describes fluorescence as follows: 
Fluorescence detection is highly sensitive, and 
there is no longer the need for the expense and 
difficulties of handling radioactive tracers for 
most biochemical measurements. There has been 
dramatic growth in the use of fluorescence for 
cellular and molecular imaging. Fluorescence 
imaging can reveal the localization and 
measurements of intracellular molecules, 
sometimes at the level of single-molecule detection. 
The PAHs have this property and as seen in Table 
3, there are already studies on the wavelength 
needed to induce the fluorescence in each of these 
compounds and the wavelength emitted by them 
during this phenomenon [11].

 
Conclusion

In the present study, the main properties 
and emission sources of polycyclic aromatic 
hydrocarbons were addressed, their main 
detection techniques already used in the scientific 
community, and the theoretical foundation for 
the construction of an alternative measurement 
system was initiated. For the continuation of the 
research, it is necessary to acquire the materials 
to carry out experiments and demonstrate 
the technical feasibility of the proposed PAH 
measurement system. The acquisition process is 
already in progress, for further work on the study 
and development of this system.

Figure 1. Chemical structure of PAHs [2].

Pyrene Naphthalene Phenanthrene Fluoranthene Chrysene
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