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A Review of the Most Well-Known Aggregation Algorithms for Federated Learning Applied to
Large Language Models (LLMS)
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Research on federated learning has grown due to its ability to perform local training on distributed devices,
especially in the context of artificial intelligence. However, there are still a few studies focused on the aggregation
algorithms used in this type of learning, and even fewer addressing their application in large language models
(LLMs). This article reviews the literature on federated learning with an emphasis on aggregation techniques
applied to LLM training. A scarcity of specific studies was observed, along with the predominance of three
algorithms: FedAvg, FedProx, and SCAFFOLD. Each was analyzed in terms of its strengths and weaknesses,
including accuracy under data heterogeneity, convergence speed, and aspects of security and privacy. It is
concluded that the future of aggregation algorithms in LLLM training involves developing solutions that balance

these aspects in an integrated manner.
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Federated Learning (FL) has gained significant
popularity in research and real-world applications
over the past few years [1]. This popularity stems
from the fact that this type of machine learning is
distributed; that is, participants train local models
with local data, aggregating and sharing only the
weights with a global model, unlike the traditional
model, where all data had to be collected and
stored on a central server for training [2]. This
aggregation of weights between models is based
on an aggregation algorithm, such as the well-
known Federated Averaging (FedAvg) [1,3].

In the context of FL applied to large language
models (LLMs), which involve challenges such as
models with billions of parameters, data security
and privacy, vast amounts of non-independent and
identically distributed (non-IID) data, the choice
of aggregation methods is crucial, as they directly
influence the efficiency of distributed training and
the convergence of the global model [3-7].

This article discusses methodologies involving
the most widely used aggregation algorithms

currently employed in LLM training. Another
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important aspect verified in this work is how FL
associated with LLMs generates positive impacts
on their training. The articles were compared,
and it was noticeable that among the best-known
aggregation algorithms, SCAFFOLD presented the
best results, with strengths including the correction
of statistical drifts, improved convergence in non-
IID scenarios, and stable performance across
multiple local iterations. Its weakness, however,
was a higher communication cost, doubling the
communication overhead compared to FedAvg
[8—11].

Materials and Methods

An academic search was carried out with the
assistance of the Consensus Al tool [12] (a peer-
reviewed scientific article search engine that
provides access to articles from major publishers
such as Elsevier, IEEE, SciELO, Atena, among
others).

The search parameters used were: Publishers
such as Elsevier, IEEE, Atena, among others;
Peer-reviewed scientific articles; Publication
period (2019-2024).

To classify the articles, the number of citations
was taken into consideration. Five main aspects
were defined to meet the objective of this review:
(a) the article needed to be directly related to
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Federated Learning; (b) the article had to discuss
and explore aggregation methods; (c) the article
needed to cite aggregation algorithms; and (d) the
algorithms had to be related to Large Language
Models (LLMs) and the challenges faced by
Federated Learning.

Through the Consensus search, 60 articles
were identified, tracked, mapped, and extracted.
A subsequent review and contextual evaluation of
these 60 articles was carried out to determine their
relevance. Considering the four aspects defined
above, 23 relevant articles were obtained.

Theoretical Framework

Of the 60 articles initially found, 23 were
considered relevant, as they met the purpose of
addressing three key research questions for this
study:

Research Question 1: What are the most widely
used Federated Learning algorithms for training
LLMs?

Research Question 2: What are the strengths and
weaknesses of the most widely used Federated
Learning algorithms for training LLMs?

Research Question 3: What is the future of
Federated Learning algorithms in the context of
LLM training?

After this screening, the 23 selected articles
were categorized based on the aggregation
algorithms they addressed: FedAvg, FedProx,
and SCAFFOLD. This categorization was
structured into subsections, each presenting a
brief introduction of the selected aggregation
algorithm, along with an analysis and discussion
of the article’s contribution.

For Research Question 1, FedAvg, despite
being a more straightforward and basic algorithm,
is widely known and popularly used, including in
LLM training. FedProx, in turn, remains widely
used due to its effectiveness in handling data

heterogeneity, even as more robust algorithms are
being developed. SCAFFOLD, considering the
LLM context, proved to be robust and effective,
outperforming FedAvg and FedProx, particularly
in domains that require specialized knowledge,
such as finance and medicine.

For Research Question 2, subsections were
created to present the strengths and weaknesses of
FedAvg, FedProx, and SCAFFOLD.

Finally, based on the study carried out and
the references analyzed, it was concluded that
combining techniques to increase robustness in
aggregation algorithms is necessary to mitigate
the challenges faced by federated learning
applied to LLMs. FedAvg shows sensitivity to
non-1ID data, resulting in slower convergence or
suboptimal solutions, and its performance varies
with the increase in the number of participating
devices. FedProx incurs a higher computational
cost compared to FedAvg, and in some cases,
model accuracy may degrade when the number
of local iterations is increased. SCAFFOLD has
the highest computational cost among them, being
approximately double that of FedAvg [9-12].

Furthermore, none of the three algorithms
incorporates security techniques to reinforce data
privacy in FL. Therefore, merging techniques to
overcome these weaknesses, either by optimizing
existing algorithms or developing new ones,
represents the future of aggregation algorithms in
FL.

Conclusion

Given the lack of comprehensive research on
aggregation algorithms applied to LLM training,
this article aimed to provide an analysis of the
most widely used algorithms for this purpose.

Thereview identified that FedAvg, FedProx, and
SCAFFOLD have been widely applied in several
cases. However, the application and development
of these algorithms still require more in-depth
research, specifically for LLM training. This
review contributes to the field by consolidating
the most recent studies on aggregation algorithms

www.jbth.com.br



JBTH 2025; (August)

Aggregation Algorithms in Federated LLMs 395

applied to LLMs, offering a broad overview of
current trends and areas requiring further attention.

Despite significant advances, important gaps
remain, such as enhancing security and data
privacy in federated learning aggregation without
sacrificing model efficiency, as no aggregation
algorithms applied to LLMs have been found to
address this issue. Another gap concerns how
to handle data heterogeneity while reducing
computational resource demands.

Additionally, other aggregation algorithms,
such as FedNova, have not yet been implemented
or tested in LLM training and should also be
addressed in future studies.

In summary, this review highlights the
importance of aggregation algorithms in the field
of LLMs and lays a solid foundation for future
research, which may lead to significant advances.
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