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The more human gets interested in sea exploration, the more research to detect objects under the water is done. 
Therefore, the ability to detect, classify, recognize and track all kinds of objects is evolving daily. This paper 
aims to introduce a computer model for underwater object classification and recognition based on a Multilayer 
Perceptron network. The model was constructed with a mixed dataset for the training phase, combining artificial 
and natural objects, and it reached approximately 99.97% classifying accuracy.
Keywords:  Computer Model. Underwater Objects. Classification. Recognition. Accuracy.

 
Introduction

Underwater target (object) recognition has a 
great variety of research purposes: monitoring 
underwater life sustainability, underwater 
gas pipeline leak detection as an industrial or 
environmental prevention application, identifying 
the presence of manufactured archeological objects 
for archeological research, underwater detection 
for mineral exploration, among others [1-4]. In 
addition, military activities such as Mine Counter 
Measures (MCM) [5] and Search and Rescue 
(SAR) operations [6] may also take advantage of 
this capability.

Also known as target detection, target recognition 
is a kind of computer vision task that aims to 
identify specific types of visual objects [7]. A 
system able to perform this task may have at least 
three essential elements: a sensor, a vehicle, and a 
data processing unit. The sensor is responsible for 
collecting data from the environment, codifying 
and sending it as an electrical signal to the data 
processing unit. The vehicle carries one or more 
sensors that can either be attached or tugged. 
Finally, the processing unit is responsible for 
interpreting the data collected by the sensor.  

As the element that decodes the electrical 
signal sent by the sensor, the processing unit is  
the ‘brain’ that makes all the necessary calculations 
to identify, classify, and, therefore, recognize one 
or more targets. 

A generic diagram (Figure 1) describes the 
process that occurs since the very beginning: 
when the sensor captures information from the 
environment (data carried either by acoustic 
or visible light waves), passing through the 
transmission of this information to the processing 
unit, and reaching, at last, the signal interpretation 
and object recognition stage.

The recognition task finds its way in several 
algorithms and techniques developed and improved 
through the last years, and it is the core of this paper. 
This paper is divided as follows: Section 2 will 
give an insight into some of these techniques in use 
nowadays; section 3 will explain the methodology 
applied for the computer modeling; section 4 
will discuss the results acquired by the model. 
 
Related Works

From conventional signal processing methods 
using Fourier Transform to modern Machine 
Learning (ML) algorithms [8], many techniques and 
methods were developed and improved to perform 
accurate target recognition, as well as Automatic 
Target Recognition (ATR).

Image classification based on Deep Learning 
(DL) algorithms has been actively studied in 
recent years [9]. Indeed, as Teng and Zhao [10] has 
highlighted, significant improvements in the digital 
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image for target recognition and classification were 
reached by using DL.

While traditional object detection methods’ 
performance quickly stagnated, DL developed 
powerful tools that can learn semantic, high-level, 
and deeper features [11].

According to Neupane and Seok [8], conventional 
signal processing and ML algorithms come up with 
some limitations that deep learning algorithms 
can overcome. Considered a subset of ML, DL 
works based on the Artificial Neural Networks 
(ANNs) concept, especially with multiple layers.  
For example, the Multi-Layer Perceptron (MLP) 
is a kind of Artificial Neural Network (ANN) with 
at least three layers: the input, the output, and a 
hidden layer. Another important DL method to be 
mentioned is the Convolutional Neural Network 
(CNN), which has become a modern approach for 
object detection and classification. For example, 
Makantasis and colleagues [12] developed an 
accurate and automated manufactured object 
detection approach using a CNN to encode spectral 
information and an MLP for the classification task.  
Jin and colleagues [13] proposed a method for 
ATR using a forward-looking sonar based on Deep 
Convolutional Neural Networks (DCNNs). Girshick 
and colleagues [14] developed a new approach that 
combines region proposals with CNNs. Thus this 
method was called Regions with CNN, or simply, 
R-CNN. Later, the same author developed the 
Fast R-CNN by improving the previous approach.  

   R-CNN and Faster CNN explore the idea that 
an image may contain multiple objects, and they 
use regions to find a particular object. The first 
one to present a different approach was Redmon 
and colleagues [15], called You Only Look Once 
(YOLO). The idea is to divide the image into an  
S × S grid, and for each grid cell, predict B 
bounding boxes and C class probabilities. 
 A further version of YOLO, called YOLOv4, was 
tested for underwater target recognition by Chen 
and colleagues [16], achieving improvements 
in recognition accuracy and speed and reducing 
hardware requirements.

 
Materials and Methods

Computer Modeling 
               
In order to build the proposed computer model, 

six components were taken into account as the 
essential ones: image acquisition, preprocessing, 
feature extraction, training, classifying, and 
application. Figure 2 depicts these six components 
as six blocks and the modeling procedure.

The first step of the modeling procedure, 
the image acquisition, consists of reading and 
converting the original dataset images into a 
bidimensional matrix so that each pixel on the 
original image corresponds to an RGB value. 
After that, at the preprocessing stage, a Sobel filter 
is applied to the data matrix, generating a binary 

Source: Authors

Figure 1. Environment representation process diagram.
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matrix and making easier the identification of image 
contours. 

Once the image is filtered, it is possible to 
calculate(statistically) the attributes that contain the 
input patterns for the features vector. This process 
is performed during the feature extraction stage, 
which transforms the binary matrix into a features 
vector matrix containing input patterns for training 
and classifying. Four attributes were defined 
to compound the features vector: areaFraction 
(percentage of non-zero pixels), mean, stdDev 
(standard deviation), and area (in pixels). These 
attributes are represented in the figure 3 as the 
inputs of an MLP.

The classifying process is performed in two phases: 
training (learning phase) and data classification (test). 
In the training phase, the classifying model is built 
by describing a set of the following classes: pipe, 
turtle, and shark. Hence the model extracts the 
attributes from the features vector to perform the 
training by using the training dataset. The training 
elements are associated with the class labels to which 
each belongs. Since the class label of each element 
is provided to the classifier, this step is known as 
supervised learning. The output of the classifier will 
indicate a command for an application.

 
Network Architecture

An MLP was the ANN chosen to perform the 
computer modeling of the object recognition 

algorithm. Figure 3 shows the architecture of the 
network used. In the first layer, green-colored nodes 
represent the described input layers. Right after, two 
hidden layers are represented by red-colored nodes, 
each containing ten nodes. The output layer, at last, 
is composed of three yellow nodes so that each one 
equals a class. 

Table 1 describes the network in terms of its 
hyperparameters.

Dataset

A dataset was built by combining two 
other existing datasets: MARIS and UOT-100.  
The MARIS dataset originates in the Italian national 
Project MARIS (Marine Autonomous Robotics for 
InterventionS), whose goal is the development of 
beneficial technologies for underwater intervention 
in the offshore industry [17]. It contains 9600 stereo 
images of both single and multiple pipes with 
different colors ranging from 5 to 6 cm. Oleari and 
colleagues [18] and Kallasi and colleagues [19] are 
some of the many works unfolded by Project MARIS.  
The UOT-100 (Underwater Object Tracking) 
dataset was created to facilitate the developing 
of tracking algorithms well-suited for underwater 
environments. It contains 104 underwater video 
sequences and more than 74,000 annotated 
frames from natural and artificial underwater 
videos. Panetta and colleagues [20] and Kezebou 
and colleagues [21] are some essential papers 

Figure 2. computer modelling procedure.
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about object tracking and the UOT dataset. 
The resultant dataset used for this paper contains 150 
images and three classes: a class ‘pipe’ from MARIS 
and the classes ‘shark’ and ‘turtle’ from UOT-100.

Results and Discussions

In order to analyze the network performance, 
the following metrics were used:

● Mean absolute error (MAE): computes the 
mean absolute error between the labels and 
predictions;

● Root mean squared error (RMSE): computes 
root mean squared error metric between y_true 
and y_pred;

● Relative absolute error (RAE): computes the 
ratio of the absolute error of the measurement 
to the actual measurement;

Figure 3. MLP architecture.

Source: Authors
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Table 1. Network hyperparameters.

Hyperparameter Value
Number of layers 4
Number of hidden layers 2
Number of hidden units (for each hidden layer) 10/10
Batch size 100
Epochs 1000
Activation function Sigmoid
Learning rate 0.03
Momentum 0.2
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● Root relative squared error (RRSE): computes 
the square root of the sum of squared errors.

For the 150 images selected to compound the 
training dataset, the model could classify 145 
instances correctly, achieving an accuracy of 
approximately 96,667%. Therefore, 5 of the 150 
images, i.e., only 3,33%, were incorrectly classified. 
The confusion matrix shown in FIgure 4 might shed 
some light on these incorrect instances. As revealed, 
three turtles were classified as sharks; two were 
classified as turtles.

Table 2 shows the returned values for each 
mentioned metric.

 

Conclusion

Many kinds of research and developments in 
underwater object detection have recently appeared. 
The advances in deep learning methods brought a new 
perspective on the recognition modeling process. 
This work created a computer model for underwater 
object detection based on an MLP through a 
supervised learning DL process and using a mixed 
dataset. The results returned by the model, as 
presented in section 4, were above the expectations, 

with the classifying accuracy reaching about 96,97%. 
Further studies may be done by exploring other 
techniques, such as CNN, R-CNN, or even YOLO, 
as well as other combinations of datasets.
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